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The Internet of Things (IoT) is one of the most disruptive technologies in today’s connected world. IoT enables the interconnection between every thing via the Internet regardless of whether it is a computing device or not. For example, while it is fairly common to see people having an Internet presence (e.g., through social networks), it is also possible to connect inanimate objects, such as a crate of apples, to the Internet. The idea behind this is to either monitor and/or control the IoT things (also referred to as IoT objects), or the physical environment around it without any human intervention. Currently, an estimate of 6.4 billion IoT devices exist (without accounting for smartphones and laptops), with a projection that this number doubles in five years [1].

Embedded systems in the form of sensors and actuators have been well-known and long-used for monitoring applications [2]. However, with the proliferating number of sensors and actuators being used, these embedded devices are intrinsically tied to their monitor and control task of the IoT applications in the context of a larger system [3]. Examples of the larger system are smart homes, smart healthcare systems, smart grids, smart transportation, smart industry (Industry 4.0), and the IoT applications could be smart lighting in a smart home, monitoring and maintaining a controlled environment for degradable freight in smart transportation and so on. These technologies and applications are envisioned to enable a better quality of life and sustainable lifestyle¹. An overview of several smart applications is shown in Figure 1.1, where both information and communications technology (ICT) objects such as sensors and non-ICT objects such as appliances can be monitored and controlled.

One of the earliest visions on smart lifestyle by Mark Weiser is becoming a reality. In his momentous work [4], he envisioned “ubiquitous computing”, that is, personal computers integrate seamlessly into a person’s environment and enrich his/her everyday life by automating many routine tasks. The personal computers he refers to could be a large number of embedded devices (sensors and actuators) that will gather and process information to both control the physical processes and to interact with human users. Since he envisioned these devices to seamlessly integrate or even disappear, wired technologies are not an option due to the lack of flexibility and the associated costs.

¹Here, sustainability refers to the ability to maintain the human-ecosystem equilibrium.
One of the most commonly used technologies for IoT is Wireless Sensor Networks (WSNs). Earlier, WSNs were seen as a distributed system of wireless sensors that could monitor an area for events and report them to a base station or sink. In fact, WSNs were referred to as a *macroscope*, contrasting to a microscope, that enables us to gather fine-grained information over large areas, which hitherto was difficult to obtain [5]. WSNs can also have actuation capabilities. Advances in low-power circuit design and networking techniques have reduced the overall power consumption of wireless sensor nodes drastically. Thus, WSN nodes offer computation, communication and control capabilities allowing them to be molded to support a variety of IoT applications. Due to the varied application requirements, it is not possible to have definitive requirements of the nodes and the networks. However, we can enumerate a few typical characteristics of these nodes\(^2\) [2] as follows:

1. Small in size and weight as they often must be hidden from view of the users. This implies low computational resources due to the form factor;

2. Wireless connectivity, for enabling communications and physical portability;

3. Low power consumption, thus, in turn the range of the wireless connectivity is restricted; and

4. Operate perpetually, or at least for long periods, without manual intervention.

The embedded devices used for WSNs are typically battery-powered for portability. In WSNs, a sensor node’s operating time is a crucial design parameter as this has a direct implication on the longevity of the network. As electronic systems continue to shrink, the amount of energy stored also reduces due to the reduced battery size as

\(^2\)The words ‘devices’ and ‘nodes’ are used interchangeably.
smaller form factors are desired. The research to develop higher energy-density batteries is on-going, but with the current state-of-the-art batteries, lifetime of the node, and hence the network’s lifetime are limited ranging from a few months to a few years. Frequent battery replacement is labor intensive in many cases, and in other situations battery replacement is impractical due to physical or deployment conditions. Thus, the grand idea of ubiquitous computing comes with the nightmare of limited lifetime or the burden of battery replacement. Furthermore, the processes of producing and recycling batteries is also harmful to the environment [6].

A promising approach for perpetual and sustainable network operations is to harvest energy from ambient sources, such as light, radio waves, temperature differences, vibrations, motion, salinity gradients, wind and water flows [7]. By tapping into the harvesting opportunities in the ambiance, the nodes gain autonomy with respect to energy. The motivation for this work is to completely replace the batteries in order to realize virtually immortal and sustainable IoT applications by powering the devices through ambient energy-harvesting techniques. This dissertation proposes to achieve this by means of energy-aware power management across the communication stack in the energy-harvesting devices.

In this chapter, we introduce the different energy harvesting technologies and their applications. Following this, we describe the research challenges in networking the energy-harvesting powered sensor nodes. Lastly, we present the contributions made by this work.

1.1. ENERGY-HARVESTING NODES AND NETWORKS

An energy-harvesting node, in this work, refers to a low-power wireless sensor node that derives its power from ambient energy sources such as light, linear motion, vibrations, temperature differences, radio frequency transmissions, wind and water flows. A network of these nodes is known as energy-harvesting WSNs (EH-WSNs).

The block diagram of a typical energy-harvesting wireless sensor node is depicted in Figure 1.2. The wireless sensor node consists of a microcontroller, a transceiver chip and a set of sensors, and the node is powered by an energy storage buffer such as rechargeable batteries or supercapacitors. To recharge the storage buffer, the node consists of a harvesting device (e.g., a solar panel, thermo-electric generator, flow harvester etc.). We shall present an overview of the harvesting and storage technologies in Section 1.2.
1.1.1. BENEFITS
There are several benefits of ambient-energy powered wireless sensor networks due to which there has been an enormous interest in this field, not just in academia [8, 9, 10, 7, 11] but also in industry through startups [12, 13, 14, 15, 16]. Some of the benefits are listed below:

1. The first one is the promise of perpetual operations without the need for frequent replacement of batteries. Due to the nodes being self-powered, they can now be used in applications that require them to be in harsh and/or inaccessible locations. One such example is the Permasense project in which self-powered sensors are deployed in the high mountains of the Alps to quantify the connection between climate, cryosphere (permafrost, glaciers, snow) and geomorphodynamics over several years [17].

2. The sensor nodes are more sustainable, i.e., the number of batteries used can be significantly reduced thereby reducing the carbon-footprint as compared to the battery-powered counterparts.

3. Batteries take the bulk of the volume of a sensor node. Due to energy-harvesting, the size and the cost of the nodes reduce. This has led to creating thinner wearables and smart fabrics [18].

1.1.2. NEW APPLICATIONS
In order to understand the importance and relevance of an energy-harvesting network, we must understand the various applications it enables or enhances over battery-powered WSNs. As mentioned in the previous section, the energy-harvesting WSNs can be deployed in inaccessible locations for monitoring and control, which was not previously possible with their battery-powered counterparts. Apart from Permasense, other similar applications include structural health monitoring [19], and monitoring the health, habitat and habits of animals [20]. Energy-harvesting also benefits the IoT applications in order to realize smart and sustainable lifestyle through applications such as smart homes, smart cities, smart healthcare and smart agriculture [21]. Making the nodes self-powered not only allows for traditional wireless sensor networks and IoT applications being perpetually operational but also enables new applications and enhancements. We list only a few categories here though there are many more such possibilities.

1. Modern cars have a lot of sensors that are wired around the vehicle since the central power source is either placed in the front or the back of the car [22]. These can be replaced with energy-harvesting wireless sensors to make the vehicle lighter. Typical sources for energy here are the vibrations in the car. Similarly, energy-harvested sensors can be used for aircraft health monitoring without using cables or batteries that carry the danger of being explosive [23] and save weight.

2. Smart wearables, such as smart textiles, will be usable if they are self-powered [24]. The energy sources here are the kinetic energy from human motion and thermal energy from the human body.
Table 1.1: Comparison of power density from various energy-harvesting sources [27].

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Power Density</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ambient Light</td>
<td>100 mW/cm² (direct sunlight)</td>
</tr>
<tr>
<td></td>
<td>100 µW/cm² (indoor lighting)</td>
</tr>
<tr>
<td>Thermal difference</td>
<td>60 µW/cm² (@ 40°C)</td>
</tr>
<tr>
<td>Vibration (piezoelectric)</td>
<td>116 µW/cm³ (@ 120Hz)</td>
</tr>
<tr>
<td>Airflow</td>
<td>1 mW/cm²</td>
</tr>
<tr>
<td>Push buttons</td>
<td>50 µJ/N</td>
</tr>
<tr>
<td>Shoe Inserts</td>
<td>330 µW/cm³</td>
</tr>
</tbody>
</table>

3. Nano-sensor networks that enable the manipulation of matter on atomic and molecular scales are envisioned to be used for healthcare applications [25]. They are extremely small [26], so the best way to power them is through energy-harvesting. Typical energy sources envisioned here are the flow of fluids and salinity gradients in the human body.

1.2. OVERVIEW OF ENERGY-HARVESTING AND STORAGE TECHNOLOGIES

1.2.1. ENERGY-HARVESTING TECHNOLOGIES

Energy-harvesting technologies are broadly classified based on the type of the energy source. Examples include incident light, heat, mechanical movement, fluid flow and ambient radiation. Each of these sources is unique leading to different harvesting technologies for the extraction of energy from them. The nature of the sources and their corresponding harvesting technologies must be thoroughly studied and characterized in order to design systems that rely on them. A comparison of the power density from various energy-harvesting sources is given in Table 1.1. To guarantee a sustained operation, it is imperative to choose the best energy-harvesting technology based on the application and where it is to be deployed.

Yildiz [27] consolidates the working principles of the devices used for harvesting energy from sources such as electromagnetic sources, piezoelectric, electrostatic, thermoelectric, and solar energy harvesting devices. This is effectively summarized in Figure 1.3, where, the first of the rows marked with dotted lines classifies the various energy sources in terms of the broad type of technology used, the second row indicates the type of device that is used to harvest energy, and the third row explains the physical principles used for harvesting. In the following paragraphs, we describe the commonly used energy-harvesting technologies.

1.2.1.1. SOLAR ENERGY-HARVESTING

Energy-harvesting from photovoltaic cells has been well-known and well-studied [28, 29, 30]. This is mainly due to the readily available and abundant solar irradiation. When light is incident on a solar cell, a voltage is created due to the photovoltaic effect. Due to the small amounts of power required by the wireless sensor nodes, sufficient power can also be generated from indoor lighting systems. A Texas Instrument's
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Figure 1.3: Summary of energy extraction principles from energy-harvesting sources [27].

CC2530 based sensor node powered by a solar panel, which was designed in ZENLAB, Indian Institute of Science is shown in Figure 1.4.

While photovoltaic cells are the most popular for energy-harvesting systems because of the readily available solar irradiation and low cost solar panels, the efficiency of the solar cells is poor with a maximum of 34%. In order to improve the efficiency, methods such as maximum power point tracking (MPPT) are employed [31]. MPPT circuits operate on the basis of the maximum power transfer theorem to extract as much power as possible by impedance matching, in order to compensate for the varying characteristic resistance of solar panels (due to varying levels of irradiation), thus providing higher power outputs.

1.2.1.2. VIBRATION ENERGY-HARVESTING

There are three mechanisms to convert vibrational motion to electrical energy - electromagnetic, electrostatic and piezoelectric [27]. Electromagnetic harvesters work on Faraday’s law of induction, exploiting the current that flows due to the relative motion between a coil and a magnet. In electrostatic harvesting, the relative motion between two conductors that form a capacitor is used to generate energy. Piezoelectric harvesters are made of materials that develop a charge when mechanical strain acts on them. Table 1.2 compares these conversion mechanisms. Piezoelectric harvesters are widely available from companies such as Mide Volture [32] and AdaptivEnergy [27]. Most of these devices promise approximately 10 mW at 50Hz vibrations. One such device from Mide Volture [32] is seen in Figure 1.6(a). It is also possible to harvest energy from a button-press action through harvesters such as the linear motion har-
1.2. **Overview of Energy-harvesting and Storage Technologies**

---

**Figure 1.4**: A CC2530 node powered by a solar panel and supercapacitor.

**Figure 1.5**: A commercial thermoelectric generator [33].

---

1.2.1.3. **Thermal Gradient Energy-Harvesting**

Thermal gradients can be converted to electrical energy through the Seebeck (thermoelectric) effect. Charges flow from a high concentration region to a low concentration region when there is a difference in temperature between the opposite segments of a conducting material. Thermopiles consisting of n- and p-type materials electrically joined at the high-temperature junction are therefore constructed, allowing the heat flow to carry the dominant charge carriers of each material to the low temperature end. This process establishes a voltage difference across the base electrodes. The generated voltage is proportional to the difference in temperature and the Seebeck coefficient of the thermoelectric materials. A commercial thermoelectric generator is shown in Figure 1.5.

1.2.1.4. **Wind Flow Energy-Harvesting**

Advances have been made in wind energy harvesting that eliminate the need for rotating air-foils. Figure 1.7 shows such a compact system from Humdinger [34] that makes use of a phenomenon known as aero-elastic flutter. The device consists of a flexible polymer ribbon stretched between supports transverse to the wind direction, with magnets glued to it. When the wind blows across it, the ribbon vibrates due to flutter, inducing current by the magnets through electromagnetic induction. Energy generated from this movement is of the order of 1 kWh per month for wind speeds of 2 to 12 m/s. Novel methods such as extraction of energy from other fluidic motion such as water from a tap are also being considered [21].
Table 1.2: Comparison of mechanisms for harvesting from vibrations.

<table>
<thead>
<tr>
<th>Mechanism</th>
<th>Advantages</th>
<th>Disadvantages</th>
</tr>
</thead>
<tbody>
<tr>
<td>Piezoelectric</td>
<td>No voltage source needed</td>
<td>More difficult to integrate</td>
</tr>
<tr>
<td>Electrostatic</td>
<td>Easier to integrate</td>
<td>Separate voltage source needed</td>
</tr>
<tr>
<td>Electromagnetic</td>
<td>No voltage source needed</td>
<td>Output voltage is 0.1 - 0.2V</td>
</tr>
</tbody>
</table>

Figure 1.6: Commercial vibration energy harvesters from Mide [32] and Enocean [14].

1.2.2. STORAGE TECHNOLOGIES

Energy storage plays an important role in energy-harvesting WSNs. The storage elements act as buffers to reduce the nodes from dying when energy is being harvested intermittently. In order to support the application requirements, a suitable storage element must be chosen. The choice depends on the node power requirements, and the expected power from the harvesting source. Energy storage technologies have been improving vastly. While there are several technologies, we discuss the suitability of the two most important ones - supercapacitors and rechargeable batteries.

1.2.2.1. SUPERCAPACITORS

The Ragone plot graphs the energy density of the energy storage devices against their power densities [35]. From the position of an energy storage device on this plot, it is possible to assess the ability of the device to store energy for long durations of time (high energy density) against their ability to provide a large amount of power in a short duration when required (high power density). Figure 1.8 shows the Ragone plot comparing the supercapacitors and the batteries for micro-devices [36]. Supercapacitors are placed between capacitors and batteries, indicating that they have the advantage of higher power density than batteries as well as higher energy density than the ordinary capacitors. Furthermore, supercapacitors do not undergo irreversible chemical reactions, thus they have charge-discharge cycles in the order of millions. Compared to the batteries, the supercapacitors have a less complex charging cir-

Figure 1.7: Wind energy harvester from Humdinger.
Figure 1.8: Ragone plot comparing the specific energy and power density of typical electrolytic capacitors, supercapacitors and batteries with the micro-devices [36].

circuitry [37], though they do need some smart solutions such as voltage threshold turn-on switch due to the “zero energy bootstrap problem” [21]. This happens when the system starts from a total lack of energy; the harvester must generate enough energy and must also have a large enough voltage for the system to operate stably.

Residual energy in a supercapacitor is easily calculated using \( E = CV^2/2 \), where \( E \) is the energy, \( C \) the capacitance and \( V \) the terminal voltage. Energy consumption for every operation or over a period of time can be simply calculated as \( E = C(V_f^2 - V_i^2)/2 \), \( V_i \) and \( V_f \) being the initial and the final voltages. This allows for ease of energy measurements in sensor nodes leading to an increased accuracy of energy awareness which forms the basis of energy-aware solutions in energy-harvesting wireless sensor nodes.

The capacitance of a supercapacitor is an important parameter as the amount of energy that can be accumulated depends on the capacitance. The larger the capacitance, the higher the amount of energy that can be stored in the supercapacitor. However, it has been found that supercapacitors with a larger capacitance undergo larger losses of the stored energy due to leakages. Thus a large capacitance supercapacitor not only takes longer to charge, but it also discharges faster. Another drawback of these devices is the phenomenon known as internal charge redistribution, which causes self-discharge of up to 10% of the stored energy every day [38]. Apart from this disadvantage, the supercapacitors seem ideal for energy-harvesting WSNs.

1.2.2.2. Batteries

In the Ragone plot, rechargeable batteries are towards the top-left, indicating that they have higher energy densities but lower power densities. This means that the batteries can act as a stable source of energy, and with rechargeability from the ambient energy sources, the lifetime of the nodes should increase.

The batteries undergo reactions after each charge-discharge cycle leading to a limited lifetime. There have been studies on how much useful energy can be extracted from a battery after charging to a given level [39]. The lifetime of (NiMH and NiCd) batteries appears to be more stable with an increasing charging current when
they are charged to 60% of the battery capacities as compared to the case when they are charged to 30% of the capacities. This indicates that it is beneficial to charge a battery to a larger percentage of its rated capacity. Their results also indicate that there is a small decrease in battery lifetime as the charging current increases. Another work [40] suggests that by separating the charging and discharging phases of a battery, the partial charge or discharge cycles that are detrimental to battery lifetimes would be prevented.

Charging the batteries would generally need higher voltage from the ambient energy sources. This would mean that batteries are not well-suited when the energy source is weak. On the other hand, the leakage from a battery is negligible, leading to better usability. Thus, when an application requires high power density as well as high energy density, it is possible to employ a hybrid of both the devices.

Another disadvantage of the batteries is the measurement of residual energy: estimating their charge in real-time is an issue. Several techniques such as load voltage technique, coulomb counting technique, and internal resistance technique are adopted commercially [41]. The load voltage technique is suitable for applications with constant load. The coulomb counting technique accumulates the dissipated coulombs from the beginning of the discharge cycle and estimates the remaining capacity based on the difference between the accumulated value and a prerecorded full-charge capacity. The internal resistance method needs to measure the frequency response of the battery to determine its battery state. The internal resistance technique is the best of the three but this method normally requires extra function generators and separate testing period. This method is expensive and difficult to implement as part of the battery pack itself.

Comparing the supercapacitors and batteries, batteries are not preferred over supercapacitors due to their limited lifetimes, low power densities, and tendencies to leak with increasing energy density.

### 1.3. Networking with Energy-harvesting Wireless Sensor Nodes

The main benefit of energy-harvesting wireless sensor networks is the autonomy of power they gain over battery-powered networks. Unfortunately, merely replacing the batteries with energy harvesters is not enough to reap the benefits. In this section, we shall look at various challenges in networking them.

Table 1.3 shows the power requirements of two low-power WSN motes, namely TMote Sky [42] and TI CC2530 [43], that are compliant with the IEEE 802.15.4 standard. TMote Sky has Texas Instrument’s (TI) MSP430 microcontroller (MCU) along with TI CC2420 radio, while CC2530 is a system-on-chip solution with 8051 microcontroller and TI CC2530 radio. Comparing the numbers from the table to the amount of energy that can be harvested, it is apparent that the power harvested is not enough to keep the nodes operating without a storage buffer.

Figure 1.9 displays the recordings of solar light intensity on four different days in Elizabeth City, New Jersey [44]. The figure exemplifies the temporal variations of the available solar energy in an outdoor environment. It indicates that a solar energy-harvesting node will not be continuously powered, and when harvesting, it may not harvest the same amount on different days. Statistics show that the difference among
Table 1.3: Power requirements for various operations in TMote Sky [42] and CC2530 [43] nodes.

<table>
<thead>
<tr>
<th>Operation</th>
<th>TMote Sky</th>
<th>CC2530</th>
</tr>
</thead>
<tbody>
<tr>
<td>MCU on, Radio TX (@ 0 dBm)</td>
<td>58.5 mW</td>
<td>84 mW</td>
</tr>
<tr>
<td>MCU on, Radio RX</td>
<td>65.4 mW</td>
<td>81 mW</td>
</tr>
<tr>
<td>MCU on, Radio off</td>
<td>6.3 mW</td>
<td>21 mW</td>
</tr>
<tr>
<td>MCU standby</td>
<td>15.4 µW</td>
<td>3.4 µW</td>
</tr>
</tbody>
</table>

the available solar power in shadowy, cloudy and sunny environments can be up to three orders of magnitude [45].

Apart from the temporal variations, the nodes can also experience spatial variations. Figure 1.10 shows an example of this spatial variations, wherein different nodes receive different amounts of energy depending on their location. Although the solar source is an infinite energy source, the harvested power can only be regarded as constant on average in a long-term perspective. On a short-term perspective, however, the harvested power is highly unstable. We can summarize these observations as follows:

1. Power availability varies with time and location.
2. Instantaneous power is limited, but not energy.
3. Excess energy availability is a possibility.

Energy is a precious resource. Hence, carefully designed power management algorithms must be applied in order to avoid wasting the precious energy. Consequently, energy-harvesting in these devices necessitates a redesign of algorithms, communication techniques, and network protocols to achieve perpetual operations without hindering the application requirements. This thesis, therefore, focuses on the design of energy-adaptive solutions to use the energy efficiently.

From a networking perspective, classical sensor network protocols cannot harness the full potential provided by the harvesting technology. Some attempts [46] were made to make harvesting-aware routing or clustering decisions, they did not pay off well. Some constraints due to harvesting that make it more challenging for networking the energy-harvesting devices are as follows:

1. Nodes may have different energy-levels and different energy-harvesting opportunities.
2. No node has complete knowledge of the entire network’s energy status.
3. Nodes even in a static network may leave and re-enter the network, making the set of immediate neighbors different at different instants.

The energy required for sophisticated control algorithms may introduce a high control overhead for low-power applications. Thus, distributed networking protocols
Figure 1.9: Solar irradiation on different days of July 2011 in New Jersey [44].

Figure 1.10: Spatial variations of solar energy experienced by energy-harvesting nodes.
must be designed with low-overheads. Moreover, based on the knowledge of the currently available and the harvested power at the nodes, the network connectivity, lifetime and performance must be optimized by shifting the communication and computation loads. That is, the nodes having higher energy levels must unburden the nodes with lower energy levels.

1.3.1. Challenges in Networking Energy-harvesting WSNs

As mentioned before, the variation of energy across nodes introduces several constraints necessitating that the nodes adopt distributed solutions to networking. These protocols must be energy efficient in order to utilize the precious energy optimally. In this section, we present several important challenges in networking beginning with a single node discovering its neighbors to a context-aware application for IoT with energy-harvesting WSNs.

In this work, we are interested in a battery-less system that operates on harvested energy and uses supercapacitors as energy buffers. While each harvesting technology can pose a different dimension to the same networking challenge, we generalize the problems and their solutions. Therefore, we model the energy harvested as a stochastic process. Such models have been used in predicting the amount of energy harvested for a long time. For example, Poggi et al. [28] provide a Markov chain model to predict the solar irradiation in France with high accuracy. Similar models exist for wind energy [47] and vibration harvesting [48]. Therefore, in addition to performing classical power saving techniques, the sensor node has to adapt to the stochastic nature of the energy source and has to decide how and when to use this energy. Goal of this adaptation is to maximize the utility of the application in a long-term perspective.

In this thesis, we address several challenges that arise in order to realize an energy-harvesting WSN, and the IoT applications thereof. We concisely introduce some of the challenges below.

1. Consider a single node’s perspective of discovering its neighbors. In an energy-harvesting wireless sensor network where nodes die and come alive often, what factors affect the discovery of neighbors? Should neighbor discovery be a continuous process? If so, how do we achieve that efficiently?

2. Utilization of the available energy and the link efficiently: given that two neighboring nodes have different amounts of energy and an unreliable wireless channel connecting them, how can the two nodes exchange large amounts of data energy efficiently?

3. Connectivity of the whole network: although an energy-harvesting node may see many neighbors, only a subset of nodes must be chosen in order to create a connected network. How to choose the right subset of nodes being energy-aware so that connectivity is maintained as well as higher energy nodes?

4. Routing algorithms in order to utilize a connected network: how to collect and disseminate data reliably an energy-harvesting network? Two main constraints that need to be considered here are that the nodes wake-up asynchronously and the routing protocol must be light-weight.
5. Reliability and latency guarantees of data delivery. This scenario is more challenging as there can be unavailability of nodes due to low energy and unreliability of the data delivery due to the wireless channel effects. The question, therefore, is how to collect and disseminate data reliably an energy-harvesting network with guaranteed latencies?

6. WSNs are used to build ambient intelligence applications such as smart homes. In this scenario, how can we make use of energy-harvesting WSNs to gather contextual data reliably? While one part is routing which is already challenging as mentioned above, the other part is gathering the contextual data reliably when the nodes may run out of energy by spending it on sensing even before routing due to low energy levels?

We mainly approach some of the issues listed above through analytical, simulation and experimental methods. Implementation and measurement studies are also conducted when deemed appropriate.

1.4. Contributions and Outline of the Thesis
In this thesis, we propose energy-aware power management schemes at the medium access and the network layers of the communication stack. Through these methods, we focus on achieving a completely ambient-energy harvesting WSNs. While we listed several challenges, we solved a few important ones through the course of this dissertation. The contributions of the individual chapters are as follows.

Neighbor discovery - Chapter 2. Several factors affect the neighbor discovery (ND) process making it non-trivial in energy-harvesting WSNs. Nodes may have different energy levels and different energy-harvesting opportunities. Furthermore, nodes even in a static network may leave and re-enter the network, making the set of available neighbors different at different instants. Therefore, ND should be seen as a continuous process throughout the deployment phase of the network. Moreover, nodes may have no knowledge of the number of neighbors a priori in practical settings, which makes it difficult to know when to begin and end the process. In order to identify the various parameters that affect ND we first describe a generic analytical model of an energy harvesting device. Next, we study a network of these devices through exhaustive simulation study considering these various parameters. We analyze a scheme that nodes could use to discover their neighbors during initial deployment and another scheme that could be used for subsequent discovery on re-entry into the network. We present few important tradeoffs in ND for energy-harvesting WSNs.

Topology control - Chapter 3. The most energy consuming operation on a wireless sensor node is the wireless communication – the current consumption by the radio is high and is further aggravated by idle-listening and retransmission of packets. One popular method to increase the energy-efficiency is by restricting the number of communication links through topology control. Topology control is a technique that conserves energy by reducing the transmission powers and improves the network capacity by reducing interference. Most of the topology control algorithms in the literature cannot handle the situation when the nodes have different energy levels, and when the number of active nodes varies with time in an energy-harvesting
WSN. Since the number of nodes alive in the network varies, there is no possibility of having a centralized solution. To address this issue, we present two localized energy-based topology control algorithms, viz., E-ACT-s and E-ACT-d. E-ACT-s is for convergecast applications of WSNs and E-ACT-d is for a generic scenario where all the nodes are required to be strictly connected. A distinguishing feature of both these algorithms is that they select neighbors based on energy levels, and render the global topology well-connected.

A study of constructive interference - Chapter 4. Constructive Interference (CI) occurs when two or more nodes transmit the same data concurrently, which makes the signals superpose. Hence, receivers can decode the packet successfully with high probability due to, supposedly, the increased signal power at the receivers. CI based protocols have been shown to reduce the latency for flooding an entire network considerably and these protocols supposedly deliver packets with high reliability. Before leveraging CI in energy-harvesting WSNs, we deviate to first study the working of CI. CI has generated huge interest in the research community, however, from the previous studies, there appears to be an inconsistent and often contradicting picture about the working of CI. In this chapter, we aim to provide comprehensive insights by taking a receiver’s perspective in CI. We derive the resultant signal obtained from the superposition of several concurrent transmissions in order to study CI from a receiver’s perspective. Based on the resultant signal, we show the influence of various parameters from the expressions of the resultant signal. Then we conduct an exhaustive experimental study considering minute details in real-life settings. We present comprehensive insights into the impact of the factors through these experimental results. Since CI based protocols cannot have an explicit acknowledgment packet, we make use of destructive interference on a designated byte to provide feedback. We leverage this feedback to adapt transmission powers in order to make CI based protocols more reliable.

Understanding synchronous transmission techniques - Chapter 5. Concurrent transmission techniques have been successfully used in wireless sensor networks (WSNs) to design energy-efficient networking protocols. While CI is a recent entrant into this category, packet capture, or simply capture effect (CE), is the more well-known concurrent transmission phenomenon. Due to the significant similarities between the two phenomena, CI has often drawn speculation if the underlying physical phenomenon is just CE. That is, the receiver receives only one of transmitted signals with the other signals not interfering destructively. If CI does not exist, then protocols can be redesigned for higher energy efficiency. Thus, this chapter is dedicated to understanding the two phenomena. We gain deeper understanding on the working of CI and CE phenomena through experimentation in almost ideal conditions. We explain the differences and what exactly locking to one of the many transmitted signals means in packet capture.

Low latency and high reliability routing in energy-harvesting WSNs - Chapter 6. With the understanding of CI phenomenon, we aim to leverage its benefits in an energy-harvesting WSN setting. A large number of IoT applications require closed loop control. End-to-end latency, data yield and lifetime of the network are the critical parameters that determine the usability and success of the deployment. Recently, many CI based protocols, such as Low power Wireless Bus (LWB), have been proposed to offer reliable data delivery with low delay and high energy efficiency. They
invariably assume the availability of battery, while we wish to eliminate them through energy-harvesting. We target to gain the benefits of CI based protocols, particularly LWB, by handling the variations in harvested energy through distributed, energy-aware policies. To this end, we propose a distributed, energy-management module called \textit{GLEAM}, for LWB that optimally utilizes the available energy in order to achieve low latency and high reliability. Specifically, we propose a Markov decision model to maximize the energy utility in the infinite horizon by allocating energy optimally. To this end, we also propose a policy and prove its optimality. We also employ protocol optimization to achieve better node availability and CI performance in GLEAM. We find that better usage of redundant nodes deployed in the network contributes significantly. We also outline briefly a method to calculate the required node redundancy in the network to achieve performance similar to battery-powered WSNs.

\textbf{Context-event triggering with energy-harvesting WSNs - Chapter 7.} A large number of sensors are envisioned to be deployed in indoor smart spaces with IoT. The data generated from these nodes can, therefore, be huge. However, only part of the data may be significant that represents the context. Several techniques are proposed to reduce the data sent by each node including event based reporting. Furthermore, these techniques may not be energy efficient. In the chapter on context-event triggering, we propose a technique driven by energy-harvesting to address both the problems together. We propose to exploit the energy harvesters as transducers and to detect change in context. We give examples wherein we can make use of the harvesters. Furthermore, we propose an adaptation to context-aware framework to utilize the proposed mechanism. Finally, we show the benefits of this approach with a use-case. Here, the proposed approach marks only the beginning of a research direction.

Before we end this chapter, we wish to mention here that although there are many challenges in realizing a battery-less ambient-energy powered multi-hop IoT, we chose the important challenges and addressed them in depth. Many others are yet to be addressed. The contributions of this work are shared with the research community through the following publications.


2. NEIGHBOR DISCOVERY

2.1. INTRODUCTION

Most WSNs are required to build the network themselves upon deployment, in order to establish an energy-efficient communication infrastructure. The knowledge of active one-hop neighboring nodes is essential to create and maintain paths in these multi-hop networks. Knowledge of the one-hop neighbors is essential for many networking protocols, such as the collection-tree protocol [49]. Thus, neighbor discovery (ND) is one of the first steps after deployment of the network.

Typically, a node builds its neighbor table either by sending beacons, called ‘HELLO’ messages, periodically or by listening to the on-going communications in the channel. Thus, ND is not only performed at the deployment stage of the network but continuously until the deployment lasts. One of the characteristics of energy-harvesting WSNs is that every node may see different energy availability, e.g., a device with a photovoltaic (PV) panel facing south and north. Such heterogeneity implies that ND is no longer a trivial task in such networks. Furthermore, the burden of ND could be handed over to a node that harvests more frequently or larger quantities of energy, or is powered by the electricity grid.

In Chapter 1, we have seen that in energy-harvesting WSNs, although energy availability in theory is perennial, power availability is not guaranteed at every instant. Due to this, energy-harvesting nodes can leave and re-enter the network. Therefore, the network even in a static deployment behaves as a dynamic network. Following are the challenges of ND in energy-harvesting WSNs that make the discovery process non-trivial:

1. Nodes may have different energy-levels and different energy harvesting opportunities. While it is easy to discover the neighbors when a node has excess energy, it becomes highly challenging when the energy is limited.

2. Nodes even in a static network may leave and re-enter the network, making the set of available neighbors different at different instants. Therefore, ND should be seen as a continuous process throughout the deployment phase of the network.

3. Nodes may have no knowledge of the number of neighbors a priori, which makes it difficult to know when to begin and end the process.
4. Since the energy-levels are inherently different on the nodes, they operate asynchronously. That is, each node wakes up at a different instants. It is possible to get the nodes synchronized, but this may cause a huge overhead in the context of the deployment. Therefore, the discovery process should be able to discover neighbors efficiently despite the asynchrony.

In this chapter, we investigate the two most commonly used ND protocols: two-way (active) neighbor discovery and one-way (passive) neighbor discovery protocols. We adapt them to energy-harvesting WSNs and study the influence of various parameters such as energy availability, duty cycle, and beamwidth on the ND process through analysis, numerical evaluation and simulations. We focus on understanding the tradeoffs in energy-harvesting WSNs. The contributions of this chapter are listed below.

1. We adapt two most commonly used ND protocols for energy-harvesting WSN. Further, we propose to use directional antennas for ND, since nodes can transmit at lower transmit powers, reducing their instantaneous power requirement. We shall see a major improvement over omni-directional transmissions also because of reduced interference.

2. We propose an analytical method to evaluate the performance of these protocols in energy-harvesting WSNs wherein the nodes die and re-enter the network.

3. We perform a numerical evaluation as well as simulations to study the performance of the ND protocols with respect to the time taken and the energy consumed. The outcome of these evaluation gives insights into the tradeoffs between parameters such as harvesting rate, storage capacity, node duty cycle, beamwidth and node density.

The chapter is organized as follows. Section 2.2 describes the related work. Section 2.3 describes the phases of a network deployment when neighbor discovery protocols are necessary, and describe the system model followed by the two protocols that we investigate. In Section 2.4, we develop the analytical models for the protocols. In Section 2.5, we evaluate the protocols with the models using simulations, and discuss the results. The chapter concludes in Section 2.6.

2.2. Related Work
Although ND in WSNs is not executed as a process by itself, it has been studied separately due to its importance and the challenges involved in the process [50]. ND is not a trivial problem in dynamic networks where it is not easy or practical to predict if and when a node will find a neighbor nearby. These networks include mobile networks in which energy is a constraint – e.g., battery-operated ad hoc networks.

Dutta et al. [50] address the problem of neighbor discovery in a network where nodes wake up asynchronously. Their solution, Disco, is based on the birthday protocol method [51] for networks of mobile nodes that sleep and wake up at regular intervals. Their recommendation is that nodes choose their duty cycles as the sum of the reciprocals of two prime numbers that are distinct for each node. This duty
cycle setting is performed based on the worst case discovery latency required by the applications. Similarly Iyer et al., suggest that the beaconsing rate must be based on the estimate of the neighborhood size [52]. Such an estimate of neighborhood size is calculated using the NetDetect algorithm that uses a maximum likelihood estimator which is fed with the number of errors occurring on the wireless channel. However, in case of energy-harvesting networks, a popular technique adopted for energy management is to adapt the duty cycle to the rate of energy harvesting [8]. Such a rate adaptation causes additional complexity in the ND process.

Cohen and Kapchits describe a cooperative scheme for continuous ND which is performed by nodes in collaboration with known neighbors to find a node that may have recently entered the network [53]. Such a discovery process is different from the initial discovery process when no node is aware of the other. Again, the application of this scheme to energy-harvesting networks is not straightforward as the nodes that have already been discovered by their neighbors would attempt to perform an initial ND again. Thus, there would be a heavy overhead caused by nodes trying to discover neighbors who are already aware of them. A node that suffers heavy fluctuation between on and off state due to very low energy availability could potentially cause congestion by re-initiating the ND process in its vicinity repeatedly.

Discovery in wireless networks using directional antennas has been studied by Vasudevan et al. [54] where the authors describe direct and gossip based algorithms. ND protocols in ad hoc wireless networks using directional antennas have been described by An and Hekmat [55]. They describe handshake based directional ND scheme and study its performance. An et al. describe the various protocols that can be used for ND and the impact of beamwidth and link models on these protocols [56]. Each of these studies describes the benefits of directional antennas in discovery and provides an analytical model for the same. However, they do not expand on a network in which nodes duty cycle due to the non-availability of a continuous source of power.

There is only one important work on neighbor discovery in energy-harvesting WSNs. Panda [57] is a protocol that performs continuous ND by beaconing at a frequency proportional to the energy left in a node’s storage buffer. Furthermore, instead of ALOHA-like discovery beacons, it adopts the listen-before-talk principle. While the algorithm is shown to work well, the finding node is assumed to always have power since the application scenario is tracking energy-harvesting powered RFID tags. Furthermore, they do not present the multiple tradeoffs that exist in the ND process, which can be used as the basis for designing optimal discovery algorithms. Thus we study the effects of infrequent energy arrival and variable beamwidth on the neighbor discovery process in energy-harvesting WSN nodes. In the next section, we describe the scenario under consideration and the protocols that are analyzed.

2.3. Neighbor Discovery Protocols

We consider a deployment of wireless sensor nodes that are placed randomly in an area of interest. Figure 2.1 shows a part of an example deployment. Every node in the network is powered by an energy harvester. All nodes may or may not be powered by the same type of harvester. Thus, the energy opportunities of each node in the network could be different from the other.

We focus our study on the neighbor discovery process of a single node in the
energy-harvesting network. We label this node as the ‘finding node’ or ‘A’, which is represented as the black node in Figure 2.1. Two scenarios can occur with respect to the ND process on A - when the network or node A is in the bootstrapping phase, and when the neighbors around A were discovered but are switching on or off due to their energy-harvesting process.

**Bootstrapping phase:** In the bootstrapping phase, the network is newly deployed. All the nodes in the network must discover each other. Since we focus on one node, node A, it must find all or at least a predefined number of its neighbors, so that it can build a network thereon. The bootstrapping phase could also occur on node A when it becomes alive after being completely dead wherein its memory or the neighbors list is considered invalid. Furthermore, the bootstrapping phase begins when the network is deployed until the instant when all the nodes have acquired a pre-defined number of neighbors.

**Networking phase:** This phase occurs when node A is aware of many of its neighbors, but they may be changing their states due to the variation in harvesting energy. In this case, node A must know which neighbors are alive at any instant in order to create a multi-hop network successfully.

Two commonly used protocols corresponding to each of these two phases are active or two-way neighbor discovery and passive or one-way neighbor discovery protocols [58]. Before describing them, we describe the network and energy models, and the assumptions made in order to develop the analytical model in the following section.

### 2.3.1. System Model

As mentioned earlier, we focus our study on the ND process of the ‘finding node’. In this subsection, we shall describe the system, the assumptions made in this work and validation of these assumptions.

The system setup is shown in Figure 2.1. The ‘finding node’ or ‘A’ has a number of nodes within its communication range. While a circle is used to indicate the communication range of node A in the figure, our analysis does not depend on the perfect circular communication range.

We do not consider any physical phenomena of the wireless channel (i.e., attenuation, fading, etc.) apart from collisions. In practice, these phenomena affect the ND process. However, we are interested to analyze the effects caused by the energy-
harvesting process on the ND in ideal conditions.

Omni-directional antennas are the most commonly used type of antenna for WSNs. At the same time, there has been some development for using directional antennas in these networks, for example SPIDA [59]. Therefore, we consider both type of antennas in this work. In this chapter, we assume that the node can choose a certain beamwidth with a maximum of 360°, at which the transmitter becomes an ideal omni-directional antenna.

As getting the nodes synchronized can be difficult, especially in the bootstrapping phase, we do not assume any synchronization between the nodes. That is, the nodes wakeup asynchronously. However, the nodes try to maintain a fixed duty cycle whenever they have sufficient energy. The wakeup period is uniformly distributed, maintaining the duty cycle. Each transmission takes $\tau$ ms. For the sake of simplicity, we do not account for time required for the microcontroller to switch from sleep to active mode, active to sleep mode and the radio turnaround times. All nodes other than the finding node sleep for $T_{OFF}$ ms and are awake for $T_{ON}$ ms as in Figure 2.3(c). In all the protocols, the nodes use ALOHA medium access, i.e., the nodes broadcast as soon as they have a message to transmit and do not use listen-before-transmit techniques. The nodes do not participate in any other communication apart from the neighbor discovery process. Such a mechanism has been considered since the nodes at times may not harvest enough energy to perform CSMA/CA before transmission.

We assume that the harvesting sources are modeled by a stochastic process, mentioned in Chapter 1 (Section 1.3.1). For the analytical model, we further assume that there is no storage element. Hence, the node participates in the ND process only when it is harvesting energy at the moment. Lastly, we assume that the node A has a priori information about its maximum number of neighbors, i.e., $k$.

### 2.3.2. Two-way Neighbor Discovery

The two-way ND protocol is used in the bootstrap phase. In this two-way ND process, the finding node actively performs the discovery by sending ‘HELLO’ message. A neighbor node that receives this message responds with a reply, Reply to ND (RND), message. If node A receives this message, then it retransmits this RND message, which serves as as acknowledgment. This process is shown in Figure 2.2.

Due to the ALOHA-like discovery process, collisions between messages can occur. Collisions can be easily detected by the neighbors who responded with RND if they do not receive the ACK. Furthermore, we do not adopt any explicit collision resolution technique. The nodes have a fixed duty cycle, however each time the node
OMNI-DIRECTIONAL TWO-WAY ND
In the omni-directional ND case, we assume that every node has an omni-directional antenna. The finding node, node A, attempts to find its neighbors actively. The finding node transmits a HELLO message, whose duration is $\tau$ and waits for a RND for a duration $\tau$. The finding node transmits a HELLO message every $N_{2\text{way}}$ ms. The timing diagrams for the two-way neighbor discovery is shown in Figure 2.3. The procedure followed during the ND process is listed in Algorithm 1.

DIRECTIONAL TWO-WAY ND
In the directional two-way ND process, the finding node has a directional antenna with a beamwidth $\theta$ and thus the search area is divided into $\frac{2\pi}{\theta}$ sectors. An example timing diagram when the area is divided into four sectors of 90° beamwidth is seen in

Figure 2.3: Timing diagrams for Two-way ND.
Algorithm 1 Omni-directional Two-way ND algorithm.

1. At the scanning node $A$ when having sufficient energy:
2. **while** $k$ neighbors are not found **do**
3. Advertise a neighbor discovery (HELLO) packet using omni-directional antenna
4. Wait for a Reply ND (RND) packet in the next $\tau$ ms
5. **if** RND for a neighbor node $B$ is successfully received **then**
6. Mark $B$ as found
7. Transmit ACK indicating that $B$ has been found
8. **end if**
9. Sleep for $(N_{2\text{way}} - 3\tau)$ ms
10. **end while**

11. At a neighbor node $C$ with sufficient energy:
12. **if** HELLO packet is received successfully **then**
13. Send a Reply ND (RND) packet
14. Wait for $A$ to confirm if $C$ is found
15. **if** $C$ is not found by $A$ **then**
16. Pick a random wakeup time with a mean of $T_{\text{OFF}}$ ms
17. **end if**
18. **end if**

Figure 2.3(b). The finding node transmits a HELLO packet of duration $\tau$ and listens for $\tau$ milliseconds for an RND packet every $N_{2\text{way}}$ milliseconds. The finding node transmits HELLO packets in a fashion similar to the wheeled-iteration method [58], i.e., the finding node transmits a HELLO packet and awaits an RND in each of the sectors $1$ through $\frac{2\pi}{\theta}$ in sequence. Thus the total transmit time for the finding node is $3\tau \frac{\theta}{2}$. The assumptions for the neighbor nodes remain the same as before. The algorithmic steps followed are listed in Algorithm 2.

A new scenario arises with the use of directional antennas. Since the node would have to use lower energy to transmit over a smaller sector area, it can reach the same range as an omni-directional transmitter at lower transmit powers. Thus, for a directional transmission, if the node increases its transmit power, it could reach farther. This would cause the node to discover nodes that were not reachable by the omni-directional antenna. While this is beneficial since it improves the connectivity of the network, the advantage is lost because nodes may no longer discover each other mutually. That is, unless the neighbor node found in the extended range also has a directional antenna and chooses to transmit using the same power, two-way discovery is not possible. However, the purpose of a directional antenna in neighbor discovery for energy-harvesting WSNs is not increased transmission range but reduced instantaneous power consumption and lower interference among neighbors. For this reason, we limit the directional antenna’s range to the same range as of an omni-directional antenna by controlling the transmit power. In practice, such transmit power control for a directional antenna could be achieved using topology control schemes described in the next chapter.
Algorithm 2 Directional Two-way ND algorithm.

1: At the scanning node A when having sufficient energy:
2: while \( k \) neighbors are not found do
3:     for all \( s \in \{1, 2, \ldots, \frac{2\pi}{\theta}\} \) sectors do
4:         Advertise a neighbor discovery (HELLO) packet using a directional antenna with beamwidth \( \theta \)
5:     Wait for Reply ND (RND) packet in the next \( \tau \) ms
6:     if RND for a neighbor node B is successfully received then
7:         Mark B as found
8:     Transmit ACK indicating B has been found
9: end if
10: end for
11: Sleep for \((N_{2\text{way}} - 3\tau \cdot \frac{2\pi}{\theta})\) ms
12: end while

13: At a neighbor node C with sufficient energy:
14: if HELLO packet is received successfully then
15:     Send a Reply ND (RND) packet
16:     Wait for A to confirm if C is found
17:     if C is not found by A then
18:         Pick a random wakeup time with a mean of \( T_{\text{OFF}} \) ms
19:     end if
20: end if

2.3.3. One-way Neighbor Discovery
Apart from the two-way ND algorithm, another popular neighbor discovery method is to passively listen to the ongoing transmissions and update the neighbors list. This technique is more useful to keep track of the changes in an already discovered neighborhood, particularly, in an energy-harvesting network where the nodes constantly leave and re-enter the network. Moreover, storing a neighbor table in non-volatile flash memory of a node is often too expensive in terms of energy, especially if the node density is high. In such a case, it is economical and practical for a node to attempt to discover its neighbor nodes every time it re-enters the network. This necessitates a continuous ND process in this dynamic network. However, a two-way neighbor discovery process could be avoided in this case as most nodes are already aware of their neighbor nodes.

It is apparent that the one-way ND method is more suited to perform the continuous ND process. In this method, all nodes send out ‘HELLO’ messages when they wakeup. These messages can then be heard by the newly “reborn” sensor node and can be used to discover its neighbors. Such a beaconing could be useful not just for neighbor discovery but also to convey important information such as energy-level of the node or other parameters. Since through this process, only the node that is listening for beacons discovers nodes, we call it a “one-way” scheme.

A sequence diagram of the one-way ND method is shown in Figure 2.4. In the one-way discovery process, as there is no feedback from the passive finding node, each neighbor node simply randomizes the time slot at which it transmits the next
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Figure 2.4: Sequence diagram for one-way ND.

Figure 2.5: Timing diagrams for One-way ND.

OMNI-DIRECTIONAL ONE-WAY ND

In the omni-directional case, the finding node as well as every other node is assumed to have omni-directional antennas. The finding node listens for a ‘HELLO’ message every $N_{1way}$ ms for $\tau$ ms as shown in Figure 2.5(a). Every neighbor node transmits a HELLO message of duration $\tau$ ms every $T_{off}$ ms on an average as shown in Figure 2.5(b). The algorithmic steps involved in ND for the omni-directional case are listed in Algorithm 3.

DIRECTIONAL ONE-WAY ND

The only difference from the omni-directional one-way discovery is that the finding node listens for $\tau$ ms in each of sectors 1 through $\frac{2\pi}{\theta}$ sectors in sequence every $N_{1way}$ ms. Neighbor nodes transmit omni-directionally as before. The steps followed in this method are listed in Algorithm 4.
Algorithm 3 Omni-directional One-way ND algorithm.
1: At the scanning node A when having sufficient energy:
2: At every $N_{1\text{way}}$ ms do
3: Wait for beacon in the next $\tau$ ms
4: if beacon for a neighbor B is successfully received then
5: Mark B as found
6: end if
7: Sleep for $(N_{1\text{way}} - \tau)$ ms
8: end
9: At a neighbor node C with sufficient energy:
10: Transmit a beacon at time $t$
11: Pick a random wakeup with a mean of $T_{\text{OFF}}$ ms

2.4. Analytical Models

In this section, we present the analytical models to analyze the all the ND algorithms described in the previous section.

2.4.1. Two-way Omni-directional Finding Node

Here we describe the model for a finding node with omni-directional antenna that attempts to discover $k$ of its neighbors using the two-way ND process. Let node $A$ act as the finding node and it must discover $k$ nodes labeled $B_1$ to $B_k$. A neighbor node is denoted by $B$.

Algorithm 4 Directional One-way ND algorithm.
1: At the scanning node A when having sufficient energy:
2: At every $N_{1\text{way}}$ ms do
3: for all $s \in \{1, 2, \ldots, \frac{2\pi}{\theta}\}$ sectors do
4: Wait for beacon in the next $\tau$ ms
5: if beacon for a neighbor B is successfully received then
6: Mark B as found
7: end if
8: end for
9: Sleep for $(N_{1\text{way}} - \tau, \frac{2\pi}{\theta})$ ms
10: end
11: At a neighbor node C with sufficient energy in storage:
12: Transmit a beacon at time $t$
13: Pick a random wakeup with a mean of $T_{\text{OFF}}$ ms

In order to discover these nodes, $A$ transmits HELLO message with a probability $P_{t_A}$ given as

$$P_{t_A} = \frac{1}{N_{2\text{way}}} P_{e_A}, \ \ \ \ (2.1)$$

where $N_{2\text{way}}$ is the period with which $A$ attempts ND and $P_{e_A}$ is the probability that
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A has the energy required to initiate and complete the ND process at that instant of time. This probability in a real system would be equal to the probability of the energy storage buffer having the required amount of energy.

Every node $B$ listens for an ND message from $A$ with a probability $P_{lB}$ which is given as:

$$P_{lB} = \frac{T_{ON}}{(T_{ON} + T_{OFF})} P_{eB}, \quad (2.2)$$

where $P_{eB}$ is the probability that $B$ has the energy to respond to the ND message.

Thus, the probability that an ND packet transmitted by $A$ reaches $B$ successfully is given as:

$$P_{A \rightarrow B} = P_{tA} P_{lB}. \quad (2.3)$$

This also gives the probability $P_{lB}$ that node $B$ that receives this ND packet responds to it by sending an RND. In order for the discovery process to be completed, $B_k$ nodes must respond to $A$ without their RNDs colliding with each other. The probability that of $n$ nodes that have not been discovered by $A$, only 1 responds is given as $(1 - P_{tB})^{n-1}$. Thus the probability that only a single node reaches the finding node successfully (without collisions) is given as:

$$P_{B \rightarrow A} = \binom{n}{1} P_{lB} (1 - P_{tB})^{n-1}. \quad (2.4)$$

From this expression it is possible to calculate the time required to find a given node $B_i$ as:

$$T_{ND}(i) = \frac{1}{P_{B_i \rightarrow A}}, \quad (2.5)$$

where $T_{ND}$ is the time to discover the neighbor $B_i$. The total time that is required to find all $k$ nodes is given as:

$$T_{ND} = \sum_{i=1}^{k} \frac{1}{P_{B_i \rightarrow A}}, \quad (2.6)$$

where $i$ denotes the number of nodes out of $k$ that have been found by $A$.

2.4.2. Two-way Directional Finding Node

In the case where the finding node employs a directional transmitting antenna to discover its neighbors brings changes to the analysis, which will be described in this section. As in the omni-directional case, the probability of transmission at directional finding node $A_d$ is given as:

$$P_{tA_d} = \frac{1}{N_{2way}} P_{eA_d}, \quad (2.7)$$

and the probability that a neighbor node $B$ is listening is given as:

$$P_{lB} = \frac{T_{ON}}{(T_{ON} + T_{OFF})} P_{eB} \quad (2.8)$$

as before in the omni-directional case.

The probability that node $B$ is in the same sector as the finding node is given as

$$\frac{\theta}{2\pi} = \frac{1}{N_s},$$

where $\theta$ gives the beamwidth of the directional beam and $N_s$ is the resultant
number of sectors. Thus the probability that node $B$ responds to the ND packet from $A_d$ is given as $P_{tb}(1/N_s)$ where $P_{tb}$ is defined as before in the omni-directional case. The probability that no other node responds to $A$ depends on the number of nodes that fall within the beam of $A_d$. We define the probability that out of $k$ number of neighbor nodes there are $j$ nodes in the same beam sector as the considered node, $B$. This is given by,

$$P_j = \binom{N_s}{j} \left( \frac{k-1}{j-1} \right) \left( 1 - \frac{1}{N_s} \right)^{k-j} \left( \frac{1}{N_s} \right)^j.$$  

Finally, the probability that node $B$ is successfully discovered by node $A_d$ is given as,

$$P_{B \rightarrow A_d} = \sum_{j=1}^{k} P_j \left( \frac{j}{1} \right) \frac{P_{tb}}{N_s} \left( 1 - \frac{P_{tb}}{N_s} \right)^{j-1}$$

and this reduces to Equation 2.4 for $N_s = 1$, which is the case for an omni-directional finding node.

Again, the number of time slots required to discover a single node is given as $1/P_{B \rightarrow A_d}$ and the ND time, $T_{ND}$, for all $k$ nodes is the summation for all nodes,

$$T_{ND} = \sum_{i=1}^{k} \frac{1}{P_{B_i \rightarrow A_d}},$$

where $i = 1, 2, \ldots k$ denotes the number of nodes found by node $A_d$.

### 2.4.3. One-way Omni-directional Finding Node

In this case, the finding node passively listens to the transmissions from its neighbors. All nodes have omni-directional antennas as described in Section 2.3.3. This case can easily be derived from the two-way omni-directional analysis.

A neighbor node $B$ transmits with a probability $P_{tb}$ given by

$$P_{tb} = \frac{T_{ON}}{(T_{ON} + T_{OFF})} P_{e_B},$$

where the denominator is the period with which $B$ sends a HELLO message and $P_{e_B}$ is the probability that $B$ has the energy required to send the message at that instant.

The finding node $A$ listens for the message with a probability $P_{l_A}$, which is given by,

$$P_{l_A} = \frac{1}{N_{1way}} P_{e_A},$$

where $N_{1way}$ is the period with which node $A$ listens for transmissions and $P_{e_A}$ is the probability with which node $A$ has the energy to listen to the message. Thus, the probability that the message reaches $A$ is $P_{tb} P_{l_A}$. Since there are $n \leq k$ nodes that may send a beacon, the probability with which a HELLO message successfully reaches $A$ is given by

$$P_{B \rightarrow A} = \binom{n}{1} (P_{tb} P_{l_A})(1 - P_{tb} P_{l_A})^{n-1}.$$  

(2.12)
The total time required to receive at least one beacon from all the nodes can be calculated as,

\[ T_{ND} = \sum_{i=1}^{k} \frac{1}{P_{B_i \rightarrow A}}. \]  

**2.4.4. One-way Directional Finding Node**

Similar to the omni-directional case, the probability with which a HELLO message reaches the finding node \( A \) is \( P_{tB}P_{lA} \), where \( P_{tB} \) is the probability with which a neighboring node \( B \) sends a message and \( P_{lA} \) is the probability with which node \( A \) listens to the transmissions. The latter value, \( P_{lA} \), will be divided by the number of sectors, \( N_S \) since the antenna is directional. The probability that there is more than one neighbor node in the same sector, \( P_j \), is given by Equation 2.9. Thus, the probability that the HELLO message from node \( B \) successfully reaches node \( A \) is given by,

\[ P_{B \rightarrow A_d} = \sum_{j=1}^{k} P_j \left( \frac{P_{tB}P_{lA}}{N_S} \right) \left( 1 - \frac{P_{tB}P_{lA}}{N_S} \right)^{j-1}. \]  

Again, the ND time is the inverse of the probability given by,

\[ T_{ND} = \sum_{i=1}^{k} \frac{1}{P_{B_i \rightarrow A_d}}. \]  

**2.5. Evaluation**

In this section, we seek to evaluate the performance of ND to study the influence of energy-harvesting as well as other parameters other than the harvesting process. The performance of ND is mainly quantified by the time required, \( T_{ND} \), to discover the neighbors. \( T_{ND} \) depends on several factors which are as follows:

- energy availability,
- number of nodes or node density,
- node duty cycle, and
- beamwidth.

In this section, we will analyze the dependencies of these factors on the neighbor discovery process by two methods: numerical evaluation and through simulations. For the purpose of evaluation, we define the time slot as the basic time unit required for one transmission. For instance, if the ND process uses a 32 B packet with IEEE 802.15.4, then the time slot is approximately equal to 1 ms. We assume that all time related parameters, such as \( \tau \), \( T_{ON} \), \( T_{OFF} \), \( N_{2way} \), and \( N_{1way} \), are all multiples of the time slot. Furthermore, we consider the number of nodes \( k \) around the finding node to be 40 unless mentioned explicitly. These \( k \) nodes are randomly placed according to a uniform distribution. Let us first present the results followed by the insights we gained.
2.5.1. NUMERICAL RESULTS

All the numerical results were computed using MATLAB. Since the one-way discovery process can be visualized as one part of the two-way discovery, the results presented here are for the two-way ND process only.

2.5.1.1. ENERGY

Figure 2.6 shows numerical results from the analysis for $T_{ND}$ for the case under several energy availability probabilities $P_e = P_{eA} = P_{eB}$ for both omni-directional and directional finding nodes. The beamwidth for the directional case is set to $\theta = 45^\circ$. As expected, with lower energy probabilities, the performance of ND deteriorates, and the time required with directional case is more than the omni-directional case.

2.5.1.2. NODE DUTY CYCLE

The duty cycle of the nodes gives the probability that a responding node $B$ is awake. The higher the duty cycle, the better are the chances that neighbor nodes respond.
to the HELLO messages. Thus, the parameter of interest here is the probability with which a neighbor node can respond to the HELLO message. This is given by Equation 2.4 for the omni-directional case and by Equation 2.10 for the directional case. Plotting the ND time against this parameter gives us insight into the possible advantage that directional transmission may provide to the ND process.

On the one hand, we see in Figure 2.7(a) that the ND time, $T_{ND}$ increases dramatically, starting at an extremely low RND probability of 0.12. On the other hand, since there is a low probability that several of the $k$ nodes occupying the same sector, the ND time is relatively unaffected by the probability of responding with an RND as shown in Figure 2.7(b).

2.5.1.3. Node Density
The ND time for various values of $k$, or node density, for both omni-directional and directional transmitters can be observed in Figure 2.8. The monotonously increasing curves seem to saturate for higher values of $k$. This behavior is because, once a node
has been found, it does not respond to subsequent HELLO packets from the finding node.

The beamwidth of the directional finding node has an effect on the probability $P_j$, which is the probability of having $j$ nodes in the same beam sector as the considered neighbor node $B$ that should respond to the HELLO message from the finding node. The effect of beamwidth is shown in Figure 2.9. The probability density function is a bell-shaped one that gets shorter and wider with an increasing $\theta$ value.

The implication of a shorter and wider curve is that the probability of a given number of nodes occupying the same sector and thus contributing to interference becomes more distributed. However, since the PDF curve also moves to the right while becoming shorter and wider, the probability that a larger number of nodes would be present is higher.
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2.5.1.4. Beamwidth
We can see in Figure 2.10 that the performance gets progressively worse with a decreasing beamwidth. The major cause for this is the lower probability that at a given time, any neighboring node is listening in the same sector as the one in which A is transmitting. This is also evident in Figure 2.6, where the performance of the directional finding node is worse than the omni-directional case.

2.5.1.5. Discussions
From the results presented until now, we have observed that

1. directional finding takes more time than the omni-directional case, and
2. node duty cycle impacts the omni-directional discovery but not the directional finding case.

However, there are two main factors missing in these results: collisions of packets and the impact of the stored energy that will allow more nodes to respond. While these theoretical numbers are a good indication of the impact of the parameters considered (i.e., beamwidth, duty cycle, and energy), they are not presenting the picture completely. In order to study the process in detail, we perform simulations which is presented in the next section.

2.5.2. Simulation Modeling
We assume the energy arrival follows a stochastic process (see Section 1.3.1), specifically a Poisson process for all the simulations. That is, the time between the arrival of two discrete packets of energy is exponentially distributed. We use the term energy interarrival time \( T_E \) to indicate the time between two consecutive arrivals of energy packets. Thus, an energy regime that sees an interarrival time of 15 time slots is injected with a random quantity of energy every 15 time slots on average. The quantity of arriving energy is randomized to emulate a varying energy availability level similar to the varying power levels available from a solar panel at noon versus at sunset.
We consider a supercapacitor as the energy storage buffer. We use a simple linear relationship between stored energy and leakage, but Weddell et al. describe a complex model for accurate supercapacitor modeling \cite{60} which could improve the study. Since almost every ambient source is quite random, an energy buffer is recommended. With the presence of a storage element, the variations in energy availability are smoothened. We shall see in the results of our simulation and analytical models, how this impacts system performance. For all our simulations, unless indicated otherwise, we consider that every node is equipped with a supercapacitor with a capacitance of 0.7 F which translates to an energy capacity of 3 mJ. As mentioned in Chapter 1, supercapacitors undergo leakage of charge. For simulations here, we assume the supercapacitors undergo a leakage that is around 5% of the available energy.

Each node can measure the amount of available energy in its storage buffer. A node initiates or responds to an ND process only if it has energy required for the entire process. For example, the directional finding node in the two-way discovery process would start transmission only if it has energy to transmit to and receive from all sectors.

The energy consumed for various operations that we consider in our study is listed in the Table 2.1. The values assumed are taken for an Iris mote from Crossbow \cite{61}. The energy consumption of one directional message is less than one omni-directional message as we assume that the directional transmitter can transmit at a lower transmit power than the omni-directional transmitter and cover approximately the same range. However, the cost for a series of transmissions to each sector for the directional transmitter would prove costlier as this cost for a single transmission would be multiplied by the number of sectors. We begin with the study of the two-way discovery process.

### Table 2.1: Energy consumed by a node for various operations.

<table>
<thead>
<tr>
<th>Event</th>
<th>Energy Consumption</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transmission of one message</td>
<td>0.075 mJ</td>
</tr>
<tr>
<td>Transmission of one message ((\theta = 45^\circ))</td>
<td>0.054 mJ</td>
</tr>
<tr>
<td>Transmission of one message ((\theta = 90^\circ))</td>
<td>0.063 mJ</td>
</tr>
<tr>
<td>Transmission of one message ((\theta = 180^\circ))</td>
<td>0.069 mJ</td>
</tr>
<tr>
<td>Transmission in (\frac{2\pi}{\theta}) sectors</td>
<td>Cost for a message (\times \frac{2\pi}{\theta})</td>
</tr>
<tr>
<td>Receive mode for 1 time slot</td>
<td>0.072 mJ</td>
</tr>
<tr>
<td>Staying on (asleep) for 1 time slot</td>
<td>0.006 mJ</td>
</tr>
</tbody>
</table>

2.5.3. **Simulation Results of Two-way ND**

In order to understand the effect of various relevant parameters on the process of neighbor discovery in energy-harvesting WSNs, we perform simulations and present the results in this section. Again, the main metric used here is ND time along with number of collisions and energy with which the parameters are evaluated.
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Figure 2.11: Effect of beamwidth on ND time.

Figure 2.12: Effect of beamwidth on ND energy.

Figure 2.13: Effect of beamwidth on ND collisions.
2.5.3.1. Beamwidth

In this study, all nodes including the finding node have excess energy availability i.e., $T_E$ is 0. Neighbor nodes operate at 20% duty cycle. Contrary to the numerical results, we see the advantage of using a directional finding node in Figure 2.11, which shows the mean and standard deviation of the ND time, $T_{ND}$, required to find each neighbor node, taken from 1000 samples. The node with the lowest beamwidth at 45° provides the best performance in terms of the ND time.

The energy required for finding all 40 nodes can be seen in Figure 2.12. We assume that the finding node transmits with less power for covering the same range. Yet, the advantage that the finding node has in lower ND time for low beamwidth is offset by the higher energy consumption due to the increased number of transmissions. Thus, at $\theta = 45^\circ$ the energy spent by the finding node is the highest and decreases when the beam becomes wider.

As the beamwidth of the finding node decreases, the number of collisions that
occur among responding nodes goes down. Thus, the required neighbor discovery
time decreases. As the percentage of nodes discovered goes up, the deviation of the
various samples from the mean value increases. Such an increase is the result of the
randomized wakeup time of the nodes. In Figure 2.13, we see the cumulative number
of collisions that occurred before discovery of each of the 40 nodes. For the omni-
directional finding node, a sharp rise can be seen in the number of collisions till about
40% of the nodes are found. Beyond this point, the number of collisions saturates
visibly. The reason is that as each node is found, the probability of a collision keeps
reducing as the found node no longer responds to the subsequent ND packets.

We can now conclude that the directional transmitter performs better in terms of
the ND time, $T_{ND}$, due to two reasons, both relating to interference: (i) fewer colli-
sions allow nodes to be found faster; (ii) nodes suffer lower energy wastage due to
collisions, and thus do not deplete their energy storage buffer quickly. Thus, they are
likely to be able to respond more often.
2.5.3.2. Node Density

In investigating the effect of the number of neighbor nodes on the neighbor discovery time, from Figure 2.14 it can be observed that it takes the same time for the finding node to discover a single neighbor node (i.e., \( k = 1 \)) in both omni-directional and directional cases. Here \( \theta = 45^\circ \), but the number of sectors scanned does not have an impact on the neighbor discovery time, since the rate at which all sectors are scanned is equal to the rate at which the omni-directional transmitter transmits.

However, as the number of nodes to be discovered increases, the number of collisions between responses to the HELLO messages increases (Figure 2.15). The effect of these collisions is less in the case of directional discovery since fewer nodes listen and respond to the DND messages and hence there are fewer RND messages. As before, the study was conducted for the case when excess energy is available (\( T_E = 0 \)), neighbor nodes operate at 20% duty cycle and the shown result is the mean of 1000 samples.

2.5.3.3. Node Duty Cycle

As discussed previously, neighbor nodes operate at a fixed duty cycle. For ease of study, we assume that all nodes choose to operate at the same duty cycle. This works since we assume that none of the neighbor nodes interact among each other. In order to understand what duty cycle suits our setting the best, we plotted the neighbor discovery time for various node densities at different duty cycle settings. The time for which the node is awake is set and only the \( T_{OFF} \) changes.

The duty cycle at which neighbor nodes operate has a bearing on the time taken for neighbor discovery as seen in Figure 2.16. The study is conducted with the excess energy condition and results are computed with the mean of 1000 samples. We consider cases in which nodes duty cycle at 20%, 10% and 5% and as expected it takes longest to discover nodes at 5%.

However for a 5% duty cycle, the number of collisions that are observed is the least. This lower collision count is simply because the neighbor nodes listen to and therefore respond to fewer HELLO packets. We do not study the effect of changing the rate at which the finding node sends HELLO packets as this would result in longer time to discover nodes and it does not provide any new insights.

2.5.3.4. Energy Interarrival Times

Here we consider that energy arrives at each of the nodes including the finding node as a Poisson arrival process with an interarrival time of 15, 10 and 5 time slots. The effect of energy interarrival times on the neighbor discovery time can be seen in Figure 2.18. The time or number of slots required in each case to find neighbor nodes is recorded for both an omni-directional and a directional finding node (\( \theta = 45^\circ \)) in Figure 2.18. As intuition suggests, the performance of the finding node in terms of neighbor discovery times is worse at low energy arrival rates. But it is interesting to see the behavior of the directional finding node versus the omni-directional one.

When \( T_E = 15 \), the omni-directional finding node outperforms the directional node. This is caused by the excess energy that the directional node must spend in comparison with the omni-directional node as seen in Figure 2.19 and the lower availability that the \( T_E = 15 \) case offers. Since the nodes in the vicinity of the finding node in the \( T_E = 15 \) case suffer from a shortage of energy, they respond less frequently to
Figure 2.18: Effect of energy interarrival times on ND time.

Figure 2.19: Effect of energy interarrival times on ND energy.

Figure 2.20: Effect of energy interarrival times for \( k = 40 \) on ND time.
the ND packets of the finding node. As a result, the finding node bears the brunt and has to spend a longer time and more energy for the discovery process. Furthermore, as the directional node defers the ND process to a time when it has sufficient energy to carry out discovery in all sectors, there is a further increase in its ND time.

However, the directional node still finds 90% of its neighbors faster in the \( k = 40 \) case, as can be observed in Figure 2.20. Furthermore, as the energy interarrival time decreases, the directional transmitter performs better. It can be seen that the directional transmitter with \( T_E = 10 \) performs even better than the omni-directional transmitter that sees more frequent energy arrivals with \( T_E = 5 \).

Again, this better performance of the directional transmitter can be explained by the higher number of collisions in the omni-directional case. It can be seen from Figure 2.21 that as the \( T_E \) increases, the number of collisions decreases. This can be explained by the fact that nodes respond less often to the finding node’s ND packets due to lower frequency of energy arrival.

### 2.5.3.5. Storage Capacity

As discussed earlier, we consider that the harvested energy is stored in a supercapacitor. In the previous discussions, we consider a supercapacitor whose \( C \) is approximately 0.7 F such that the maximum amount of energy it can store is \( E = 0.5 CV^2 = 3 \) mJ. To understand if the \( C \) of the supercapacitor has an effect on the ND time, we studied the performance for various values of \( C \). The study was conducted entirely for the \( T_E = 15 \) case to understand how the system behaves in the most adverse condition. For all cases that we study here, we vary \( C \) for all nodes in the network. As before, neighbor nodes operate at 20% duty cycle and the results are an average of 1000 simulation runs.

As can be seen in Figure 2.22, as \( C \) increases, the ND time reduces as expected. Since the storage buffer can store larger amounts of energy, the effects of constantly changing input energy conditions is reduced as the supercapacitor now has a smoothing effect on these variations. Another interesting consequence of an increased \( C \) is that the difference in the ND time between the directional and omni-directional
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Figure 2.22: Effect of supercapacitor capacity on ND time.

Figure 2.23: Effect of supercapacitor capacity on ND time. ND time does not improve after a threshold capacity.

Figure 2.24: Number of collisions for different capacity values.
finding node is reduced. For the case where \( C = 0.9 \), the directional finding node matches the performance of the omni-directional one for low values of \( k \) and even outperforms it for \( k = 35 \).

This improvement in performance is not seen beyond a threshold \( C \). We see in Figure 2.23 that there is no improvement in ND time from 2.1 F to 3.1 F and very little improvement from 1.1 F to 2.1 F. It can be seen that the value of \( k \) at which the directional transmitter performs better than the omni-directional one reduces from 0.9 F at \( k = 35 \) (seen in Figure 2.22) to 1.1 F at \( k = 25 \) and 2.2 F at \( k = 20 \). Such a reduction is a result of the increased collision count for the omni-directional transmitter as seen in Figure 2.24 at higher values of \( k \).

We observe in Figure 2.24 that the number of collisions keeps increasing as \( C \) goes up. This can be explained by the fact that every node in the setup has a better chance of responding to ND packets when the amount of stored energy goes up. This is also supported by the ND energy seen in Figure 2.25. A larger \( C \) allows for better use of available energy.

At this point, it is important to discuss the effect of the use of the storage element. We have seen previously, the behavior of the system when there is no storage element present (through numerical results presented in Section 2.5.1). We saw that in the absence of a storage element, the directional transmitter performed poorly and was unable to outperform the omni-directional performance despite the advantage of suffering lower interference. Here, we observe that for the cases where \( C \) takes values 0.5 F and 0.7 F, the directional transmitter performs worse than the omni-directional case, but it recovers when the value of \( C \) increases.

2.5.3.6. DISCUSSIONS
As we have seen, there are various parameters that have a pronounced effect on the neighbor discovery time in the two-way scheme. We have seen that every parameter setting has advantages and disadvantages, and the tradeoffs need to be considered.

While a directional finding node is capable of better performance due to less interference, at very low energy availability, the directional antenna loses its advantage due to a higher number of ND packets sent and received, hence leading to higher en-
ergy consumption. It must be noted that the high energy consumption is only on the finding node. Thus, at the cost of energy on the finding node, the neighboring nodes will need to spend less energy due to reduced collisions.

Furthermore, in adverse conditions, if the finding node has very low energy availability, we must distribute the burden among the other nodes. From the results we can understand that there is a threshold energy interarrival time below which it is advisable to perform directional neighbor discovery. In order to increase the advantages of the directional finding node, a better scheme could be devised by choosing a wider $\theta$ such that the benefits of both lower interference and lower number of HELLO packets can be enjoyed.

The size of the energy storage element size affects the directional transmitter more than the omni-directional transmitter. If the available energy in the storage element is less than the required energy for performing a complete discovery in all sectors, then the time required for ND increases, rendering the benefits of directional antenna unattractive. This tradeoff needs to be evaluated in the deployment scenario: in many deployments, the size of the storage element depends on the source and the expected amount of energy harvested.

Adapting the duty cycle based on the available energy is a common technique adopted in energy-harvesting WSNs. If the same harvesting source is used across the network, then both the extremes need to be considered: all the nodes have too small a duty cycle when the energy harvested is less or all the nodes are awake and respond leading to collisions when the energy harvested is more. During the ND process, the duty cycle of neighbor nodes can be stipulated at a fixed value depending on the node density and the energy source. We summarize the tradeoffs below:

1. **Node density and antenna beamwidth.** Node densities are chosen in networks to provide redundancy in case of failure of nodes. However, we have observed that increased node density has an adverse effect on the performance of the ND process. A directional finding node is capable of better performance due to decreased collisions, but that comes at the expense of more time and energy spent.

2. **Antenna beamwidth and available energy.** Omni-directional ND process takes less time when the amount of energy harvested and the storage capacity are less as compared to the directional antenna ND process. Omni-directional ND is also beneficial when the node density is less. However, as the storage capacity or the amount of energy harvested increases, the directional antenna ND process gains advantage due to less collisions.

3. **Node duty cycle and node density.** Increased node density coupled with each node having a large duty cycle will lead to an increase in the number of collisions. One method would be to adapt the duty cycle based on the number of collisions.

2.5.4. **Simulation Results of One-way ND**
The one-way ND process was described in Section 2.3.3. Once the bootstrapping phase is complete, we assume that every node is aware of all of its immediate neighbors. However, a continuous ND process is required since nodes die and come to life
again. In this case, the one-way ND process is beneficial. In this method, the finding node behaves like a simple receiver.

In this section, we present the simulation results. The simulation model and the parameters are as described in Section 2.5.2. Since we propose that this scheme be used for continuous neighbor discovery, we must ensure that this method has the least possible overhead. However, as mentioned earlier, the beaconing that we expect neighbor nodes to perform is multi-purpose and the overhead is not strictly for the neighbor discovery process alone. Hence we focus only on the energy spent at the finding node.

As can be seen from Figure 2.26 the directional finding node ($\theta=45^\circ$) takes a longer time to discover all of its neighbors than the omni-directional node. At longer energy interarrival times, the directional finding node performs worse as all nodes defer listening for an ND packet to a time when energy is available.

The energy consumption at the finding node is seen in Figure 2.27. At $T_E$ of 5
and 10, the energy consumption for discovery at the directional finding node is the same, whereas the required number of time slots for discovery are more for the $T_E = 10$ condition.

For the omni-directional finding node, the energy consumption is almost the same for all energy conditions. In terms of energy requirement, the omni-directional case provides the best performance with little or no variation with energy condition, but its performance in terms of required number of slots does vary. Thus, we may conclude that this is due to the deferment of beaconing at the neighbor nodes due to lack of energy.

Similarly, the energy requirement at the directional node ($\theta = 45^\circ$) is the same for energy interarrival times of 5 and 10, but a little higher for $T_E = 15$ time slots. Oddly, when the node faces infrequent energy arrival, it must spend more energy. The reason for such a behavior can be explained by the rarity of energy in all nodes. This further motivates the importance of better design and choice of storage element size.

The energy requirement in all $T_E$ cases is much larger than that for the omni-directional case. This is inevitable because the directional finding node spends more energy to listen as it scans sector 1 through $\frac{2\pi}{\theta}$. Also, the probability of listening in a sector when a neighbor node transmits a beacon in that same sector is heavily reduced as the nodes no longer respond to a query, which explains the increased number of slots required for discovering all neighbor nodes in the directional case.

The advantage of the directional finding node, in the two-way case, of lower interference is lost here as nodes do not respond to a query and thus there is a lower probability of collision caused by greater variation in the instant at which beacons are transmitted. Thus, the number of collisions as seen in Figure 2.28 is much lower than that observed for the two-way neighbor discovery, even in the omni-directional case.

**Discussion:** The one-way neighbor discovery scheme can be implemented for neighbor discovery with the finding node acting as an omni-directional receiver. At lower beamwidths, the system performance goes down and cannot be improved. The advantage of the one-way method is that the node attempting to discover its neighbors has a low energy overhead and requires lower neighbor discovery time than the
two-way scheme. However, the scheme is not ideal for the initial discovery in the bootstrapping phase as bi-directional discovery does not occur here. It can be used for continuous neighbor discovery such that the energy overhead across the network is minimized.

2.6. CONCLUSIONS

In this chapter, the importance of performing explicit neighbor discovery in energy-harvesting wireless sensor networks was motivated. The importance of a different approach to ND for bootstrapping and for continuous operation when nodes leave and re-enter the network was emphasized. With the help of an analytical model, the important parameters that influence ND were identified as transmitter beamwidth, node density, node duty cycle and the rate of energy arrival. The exact impact that these parameters have was observed through numerical evaluation and simulations. Based on the results, several tradeoffs were discussed. We summarize a few important implications of this study:

- With an increasing number of neighbor nodes, the interference increases. Thus, neighbor node density has a detrimental effect on ND performance. When the nodes operate at low duty cycles, ND performance decreases. However, an increasing duty cycle with an increasing node density would have the adverse effect of increased energy usage and impacts the ND performance even more. Therefore, an optimal duty cycle must be picked keeping density and energy consumption in mind.

- Antenna directionality offers an advantage in ND. Under certain conditions, it is advisable to use a small beamwidth of transmission to actively discover neighbor nodes.

- Energy availability has a great impact on ND performance. If energy arrives less frequently, the ND performance worsens. The adverse effects of varying energy availability are more pronounced in case of directional discovery. If the variations in energy availability are smoothened with a buffer, performance is positively impacted.

- It is important to differentiate between initial and continuous ND for seamless network operations. A simple one-way scheme can perform continuous ND with relatively low overhead.

While we addressed one specific problem, there are two open questions:

- We considered a specially endowed finding node that performs the initial neighbor discovery. Although this provides us insight into the requirements for ND, in order to present a generalized solution, a model in which every node initiates ND processes of its own must be studied and understood. This homogeneous network would be an extension of the model we have studied here.

- Based on the insights obtained here, a practical, lightweight ND protocol must be developed for energy-harvesting WSNs. Such a protocol must be naturally integrated into the MAC or networking layers.
3

TOPOLOGY CONTROL

3.1. INTRODUCTION

In the previous chapter, we analyzed methods for discovering neighbors in energy-harvesting WSNs. In this chapter, we shall take a step forward towards networking the energy-harvested sensor nodes.

As seen in the previous chapter, energy-harvesting in WSNs introduces new challenges in networking them due to energy variations. Residual energy-levels in nodes vary over time based on harvesting opportunities. Furthermore, the energy-levels vary across the nodes due to different nodes having different harvesting opportunities. Due to this, the nodes switch between Active (on) and Inactive (off) modes, making them often leave or rejoin the network over time. This implies that the neighbors change over time. Even a statically deployed energy-harvesting network can be considered to be a dynamic network due to energy variations.

In an energy-harvesting WSN, the network lifetime is no longer restricted by the limited energy supply. Even though the nodes in the network are considered to be perpetual, the network is not guaranteed to be always connected. This is illustrated with the example in Figure 3.1.

A common solution in energy-harvesting WSNs is to deploy redundant nodes to ensure sufficient coverage of an area and to protect against the energy variations [62]. While redundant nodes offer advantages due to the dense network deployment, they also bring certain disadvantages: typically the maximum transmission power is used to transmit in order to ensure successful packet reception. However, in a dense network, this leads to many nodes interfering with each other. Furthermore, in a dense network, many routes are possible. With the dynamic network, this may lead to recomputing and discovering new routes.

Some of these problems can be overcome by topology control (TC). TC is a common technique that conserves energy by reducing transmission power and improves the network capacity by reducing interference [63]. TC increases energy-efficiency by restricting the number of communication links. TC algorithms aim to achieve this by choosing the right transmission power and neighbors such that the network is connected. The classic trade-off dealt by TC algorithms is shown in Figure 3.2. On one hand conserving too much energy may harm the network connectivity, but on the other hand, increasing redundant routes in may increase interference leading to energy wastage.
In energy-harvesting WSNs, the network is heterogeneous in terms of available energy on the nodes. This implies that the nodes with more energy can help the nodes with low energy to remain connected. Although there is a vast body of literature on topology control for battery-powered WSNs [64, 65], they typically do not consider heterogeneous levels of energy among nodes. Other work that does consider heterogeneous levels of energy takes a static set of nodes to have higher energy levels [66]. Therefore, we investigate topology control for energy-harvesting WSNs in this chapter. As constructing a new topology every time energy-levels change is expensive in terms of energy consumption, localized TC algorithms are required to keep the energy-harvesting WSNs operating perpetually. In this context, we address the two following questions:

- How should a node select neighbors such that the global topology is connected while the nodes reduces its transmission power?

- How should a node maintain the local topology given the dynamics of energy?

In this chapter, we consider two distinct scenarios for topology construction algorithms that are typical to IoT application:

1. convergecast, where there is a sink and the connectivity is to be maintained to transfer data to the sink;

![Figure 3.1: Challenges posed by the varying energy-levels in constructing topology in an energy-harvesting WSN.](image-url)
2. a generic network where nodes are deployed randomly and have to form a network in order to exchange data between some source-destination pairs.

We propose two localized Energy-Aware Control of Topology (E-ACT) algorithms – E-ACT-s and E-ACT-d corresponding to these two scenarios. In both algorithms, a well-connected topology is constructed and maintained by having each node adjust its transmission power based only on the locally collected information. Specifically, our contributions are as follows:

1. To the best of our knowledge, we are the first to propose implementable, low-complexity topology control algorithms for energy-harvesting WSNs. We propose localized topology control algorithms for two typical scenarios in energy-harvesting WSNs that form a globally connected topology while maximizing the residual energy in every node. While E-ACT-s guarantees well-connectedness, E-ACT-d is probabilistic and well-connectedness property can be tuned as required.

2. We also propose a localized topology maintenance algorithm to handle the dynamic variations in the remaining energy-levels at the nodes.

3. We evaluate the proposed algorithms based on simulations and on real-world deployments. The results show that the proposed algorithms perform better with regard to network connectivity, fault-tolerance, transmission energy consumption and neighbors’ remaining energy.

The chapter is organized as follows. Section 3.2 describes the related work. Section 3.3 describes the system model and the two scenarios considered. In Section 3.4, we describe the proposed algorithms. In Section 3.5, we evaluate the algorithms using simulations and testbeds, and discuss the results. The chapter concludes in Section 3.6.

### 3.2. RELATED WORK

We have summarized the related work with their features in the Table 3.1. Not many works are present that are applicable to the unique challenges of energy-harvesting WSNs. The important one is by Tan et al., who presented a distributed Energy-Harvesting-Aware (EHA) algorithm [67], which models the behavior of sensor nodes as an ordinal potential game where the high harvesting power nodes cooperate with the low harvesting power nodes to maintain the connectivity of the network. Game theory-based algorithms have drawbacks with respect to realizing them. It is apparent that the communication overhead is high since nodes need to send requests and response.
<table>
<thead>
<tr>
<th>Work Type of network</th>
<th>Basic Idea</th>
<th>Fault-tolerance</th>
<th>Considering nodes energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>K-Neigh WSN</td>
<td>Selects (k)-closest neighbors</td>
<td></td>
<td></td>
</tr>
<tr>
<td>CBTC ((\alpha))</td>
<td>Nodes with position information</td>
<td>Selects at least one neighbor in each direction</td>
<td>(k)-connectivity</td>
</tr>
<tr>
<td>FLSS</td>
<td>Build the local sub-graph (k)-connected</td>
<td>Selects (k)-closest neighbors</td>
<td>(k)-connectivity</td>
</tr>
<tr>
<td>RESP</td>
<td>Nodes with different energy levels</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DPV</td>
<td>Nodes with limited energy and supernodes with unlimited energy</td>
<td></td>
<td></td>
</tr>
<tr>
<td>EHA</td>
<td>Models the behaviors of nodes based on game theory</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Heterogeneous WSN</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>EDS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>HESS</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CTRC</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3.1: Summary of related work.
Moreover, it requires accurate energy harvesting and energy consuming profiles to predict how nodes behave, which is related to the deployment and environment, and may not always be available.

For traditional WSNs, extensive studies have been done, and different algorithms were proposed based on various ideas. Many works consider building a $k$-connected topology, wherein $k$ disjoint paths exist between every source-destination pair of vertices. This fault-tolerance is important in WSNs, especially if the nodes’ energy-levels are not taken into account. Building a minimum-cost $k$-connected sub-graph is an NP-hard problem.

Two works that build a fault-tolerant topology are CBTC($\alpha$) [69] and Fault-tolerant Local Spanning Sub-graph (FLSS$_k$) [70]. CBTC($\alpha$) is an extension of the CBTC algorithm [71], which stands for Cone-based Topology Control, providing a fault-tolerant topology. In this algorithm, each node increases its transmission power, trying to retain connections to at least $k$ neighbors in “every direction”, where $\alpha$ is a constant depended on $k$. FLSS$_k$ is a distributed algorithm that can preserve $k$-connectivity in a network. Nodes collect local information of its neighbors, sorting them by distance. Then, each node selects enough neighbors such that the local sub-graph is $k$-connected. Nevertheless, whether the sub-graph is $k$-connected needed to be tested by communicating with other nodes, which causes the high communication overhead.

A more practical algorithm is K-Neigh [72] protocol. It is a distributed, asynchronous, and localized protocol that maintains $k$ neighbors of each node based on distance estimation. By using distance estimation techniques like Radio Signal Strength Indicator (RSSI) based estimation, it is possible for a node to estimate the distance to another node. The drawback is that K-Neigh does not preserve network connectivity in the worst case. We base our algorithms on K-Neigh due to its simplicity.

There are works that consider the residual energy of nodes such as Residual Energy-aware Shortest Path (RESP) [66]. In this work, a weight function is employed, involving not only the required transmission power but also the residual energy of nodes. With this weight function, the proposed algorithm preserves the minimum-weight path. The construction of $k$-connected sub-graph part in this algorithm is based on the similar idea of FLSS$_k$, but instead of choosing the closest neighbors, it chooses neighbors in the order of sorted results of the weight function, which also causes high communication overhead. Bagci et al. proposed an algorithm [73] for heterogeneous WSNs consisting of supernodes (with infinite energy) and ordinary nodes. In the settings, route data is collected by sensor nodes to supernodes, proposing a Disjoint Path Vector (DPV) algorithm for topology construction. The authors argue this algorithm works better in the two-tiered heterogeneous network. In this work, supernodes are supposed to have unlimited energy resources, which makes the supernodes and the normal nodes have different tasks in constructing the topology. However, in a typical energy-harvesting WSN, where similar nodes are deployed and have the same energy capacities, it is difficult to satisfy the requirements of supernodes. Before we propose our algorithms, we first describe the system in the next section.
3.3. SYSTEM AND SCENARIOS

In this section, we define the system model and definitions. Next, we present the assumptions made. Further, we describe the two scenarios that we consider for designing our algorithms.

3.3.1. SYSTEM MODEL AND DEFINITIONS

We consider an energy-harvesting WSN network consisting of \( n \) nodes with omnidirectional antennas. Nodes can adjust their transmission power levels in steps from the set \( \{0, P_1, P_2, \ldots, P_{\text{max}}\} \), which depends on the radio hardware. For instance, the radio CC2420 [74] has 8 power levels with a minimum -25 dBm to maximum 0 dBm. Let the network topology be represented by an undirected graph \( G = (V(G), E(G)) \), where \( V(G) = \{v_1, v_2, \ldots, v_n\} \) is the set of nodes and \( E(G) \), is the set of links in the network. In addition, for a node \( u \) in the network, it has a unique identifier, denoted as \( id(u) \). The network consists of only stationary nodes and do not consider the mobile nodes in this work.

Some terminology that we will use in this work are defined as follows:

Definition 1 (Topology). The topology generated by an algorithm is a sub-graph \( G' = (V'(G'), E'(G')) \) of the original graph \( G = (V(G), E(G)) \), wherein \( G' \subseteq G \).

Definition 2 (Neighbor Relation). A node \( u \) is a neighbor of node \( v \) under a topology, denoted by \( u \rightarrow v \), if there is an edge \((u, v)\) in the topology.

Definition 3 (Neighborhood). The neighborhood of node \( u \), denoted by \( N(u) \), is the set of nodes that are the neighbors of node \( u \) in the topology.

Definition 4 (Degree). The degree of node \( u \) is denoted as \( \text{Deg}(u) \). This is defined as the neighbors of node \( u \) in a topology. Obviously, \( \text{Deg}(u) = |N(u)| \).

Definition 5 (Physical Degree). The physical degree of node \( u \) is defined as the number of neighbors within the transmission range of node \( u \).

Definition 6 (Connectivity). For a topology, node \( u \) is said to be connected to node \( v \) (denoted by \( u \Rightarrow v \)) if there exists a path \((p_0 = u, p_1, \ldots, p_{m-1}, p_m = v)\) such that \( p_i \rightarrow p_{i+1} \), \( i = 0, 1, \ldots, m - 1 \), where \( p_i \in V(G) \), \( i = 0, 1, \ldots, m \). It follows that \( u \Rightarrow v \) if \( u \Rightarrow p \) and \( p \Rightarrow v \) for some \( p \in V(G) \).

Definition 7 (k-vertex Connectivity). A graph \( G \) is \( k \)-vertex connected (or \( k \)-connected) if for any two vertices \( v_1, v_2 \in V(G) \), there are \( k \) pairwise-vertex-disjoint paths from \( v_1 \) to \( v_2 \). Or equivalently, a graph is \( k \)-vertex connected if the removal of any \( k - 1 \) nodes (and all related links) does not partition the network.

Definition 8 (Well-connected Graph). A graph \( G \) is well-connected if for any two vertices \( v_1, v_2 \in V(G) \), there is at least one disjoint path from \( v_1 \) to \( v_2 \).

Definition 9 (Addition and Removal). The Addition operation is to add an extra edge \((v, u)\) into \( G \) if \((u, v) \notin E(G) \) and \((v, u) \notin E(G) \). The Removal operation is to delete any edge \((u, v) \in E(G) \) if \((v, u) \notin E(G) \).
Each node is equipped with an energy storage buffer such as super-capacitors. We assume that we can measure the state of charge in the storage buffer. For super-capacitors, the voltage across the super-capacitors can be used to measure the energy-level with \( E = \frac{1}{2}CV^2 \). The nodes may employ adaptive duty-cycling mechanisms [75]. The energy arrival model is not required as we work with the remaining energy on the nodes. We define the state of a node as follows:

**Definition 10 (Node’s Energy State).** If the remaining energy of a node is less than a predefined value \( E_{min} \), we consider its energy state is Inactive; otherwise its energy state is Active. This is denoted by: \( state(u) \in \{ \text{Active, Inactive} \} \).

### 3.3.2. Assumptions

We model the network and nodes based on the following assumptions.

1. We assume that the network is connected initially. This assumption ensures that the topology generated by the topology control algorithm can still be connected.

2. We assume that each node knows the distance and minimum transmission power required to reach each of its neighbor. These parameters can be estimated based on RSSI [76].

3. We assume a synchronous medium access control mechanism in which nodes wakeup around the same time and transfer data. This can be implemented with a scheme such as S-MAC [77].

### 3.3.3. Scenarios

We consider two typical scenarios for topology construction in energy-harvesting WSN. Any other scenario can be modeled as a subset of these scenarios.

- A convergecast scenario, wherein there is a dedicated sink node to which all the nodes send their data. This is a typical data collection scenario for IoT applications (see Chapter 1).

- A distributed scenario, which is more generic scenario, where the nodes must exchange data between some source-destination pairs. This scenario can be envisioned in the realm of machine-to-machine communications in IoT applications.

### 3.4. Proposed Algorithms

With the system model and assumptions in place, in this section we first describe our arguments for not constructing a \( k \)-connected network, and then list the design constraints for the algorithms. Next, we provide an overview of the working of the algorithms, and describe each one individually. Finally, we describe the topology maintenance algorithm.

### 3.4.1. Fault-Tolerance in Energy-Harvesting WSN

While fault-tolerance has been a major research issue in WSNs, it is not worthwhile to investigate \( k \)-connectivity in the context of energy-harvesting WSNs. Constructing a
minimum-cost $k$-connected graph is an NP-Hard problem. Approximate algorithms have been proposed to construct $k$-connected topology. For instance, as described in Section 3.2, FLSS$_k$ is a typical distributed algorithm to build such topologies. However, it has the following drawbacks:

1. Since nodes require local sub-graphs, it implies nodes need multiple hops neighbor information. This brings extra communication overheads, causing high transmission energy consumption.

2. Given nodes know the local sub-graph, whether the sub-graph is $k$-connected needs to be tested by using network flow techniques. This also results in high time and communication complexities. Jorgic et al. present a work on localized detection of $k$-connectivity [78], which shows that it is impossible for nodes, based on local knowledge, to be accurate with respect to global connectivity properties.

In energy-harvesting WSNs, where energy is critical for the performance, energy must be spent wisely. Not all or most of the energy must be spent in constructing a fault-tolerant topology. Moreover, since nodes may leave and rejoin the network at any time, reconstructing the $k$-connected topology becomes unrealistic in terms of energy consumption.

Consequently, instead of constructing a $k$-connected topology with high energy consumption, we would like to maximize the residual energy in every node of the network. We aim to make higher energy nodes taking more workload than the lower energy nodes, which reduces the faults in the system. We further look to build a well-connected topology with low transmission overhead, which also handles and utilizes the dynamics of energy in the network.

### 3.4.2. Design Guidelines

The algorithms designed for both the scenarios listed in Section 3.3.3 must adhere to these constraints:

(a) the algorithm should be localized, i.e., the algorithm must rely on only one-hop information;

(b) the algorithm should have low communication overheads; and

(c) the global topology should be well-connected.

### 3.4.3. E-ACT-* Overview

The basic idea of E-ACT-* (Energy-Aware Control of Topology-*) is that a topology control algorithm in an energy-harvesting WSN should not just select links with low costs, but should also select neighbors according to their energy-levels. Considering the energy issue, we design algorithms based on a greedy strategy to maximize the remaining energy of nodes and select neighbors with high residual energy. The reasoning is that the nodes with higher energy-levels will perform more tasks (due to adaptive duty-cycling). Consequently, since nodes have “high energy neighbors”, their neighbors can receive and transmit more messages, resulting in a more sustainable network. This is the main guideline of the algorithms in this work.
Both variants consist of two phases: topology construction and topology maintenance. The key idea in the construction phase is that nodes select neighbors according to the distances of the neighbors and their remaining energy. In this case, the distance is no longer the only factor in selecting neighbors. Topology maintenance is required in energy-harvesting WSN as a mechanism to update the topology whenever nodes leave or rejoin the network. This takes care of the nodes’ energy in the heterogeneous network and keeps all the active nodes in the topology.

The first phase of E-ACT-* is topology construction. Nodes first collect neighbor information, including the remaining energy and the distance between nodes. Then each node selects neighbors according to neighbor selection metric based on local information. There are two major differences between E-ACT-s and E-ACT-d:

1. they use different strategies to discover neighbors; and
2. nodes select neighbors based on different criteria.

We discuss and elaborate the two points as follows, explaining how E-ACT-s and E-ACT-d work.

### 3.4.4. Topology Construction in E-ACT-s

E-ACT-s (Energy-Aware Control of Topology-sink) is designed to guarantee that the topology is well-connected with low communication overhead for the convergecast scenario. E-ACT-s has two steps: (i) Neighborhood information collection and (ii) Neighbor selection. E-ACT-s is described in Algorithm 5.

The topology construction begins when the sink broadcasts a HELLO message. The message includes its energy-level, state and number of hops from the sink, i.e., 0. Nodes that receive the message add the transmitter to their neighbor-list, note down its energy, number of hops from the sink and the minimum required transmission power. The receiving nodes then broadcast their HELLO messages after medium contention with their energy-level, state and number of hops, incremented by 1.

**Algorithm 5** E-ACT-s on a node $u$.

1: **Input:** Node $u$;
2: **Output:** $N'(u)$ computed neighbors of node $u$
3: $MessageLevel := 0$
4: if $id(u) == id(sink)$ then
5: Broadcast HELLO message with $MessageLevel$ information at maximum transmission power
6: else
7: When receive HELLO message from node $v$
8: $MessageLevel := v.MessageLevel + 1$
9: Send HELLO message with $MessageLevel$
10: $N(u) := N(u) \cup \{v\}$
11: end if
12: Wait for all nodes to finish neighbor information collection procedure
13: Compute $N'(u)$ using neighbor selection Algorithm 6
14: Construct bi-directional links by adding missing links
After the neighbor information collection phase is complete, in the next step we begin the neighbor selection phase. Here we define the energy threshold $E_T$, which decides how many neighbors a node should select. Starting from the closest neighbors, a node starts including its neighbors until the sum of neighbors’ remaining energy meets the threshold. By using this greedy algorithm, nodes always connect to neighbors that need low transmission power to be reached. This minimizes energy expenditure on the node. Further, by selecting nodes based on energy as the second criteria ensures one of these two: (a) if there are high energy neighbors close to the node, then less number of neighbors are selected; and (b) if there are only low energy neighbors present, then more number of neighbors are selected. In either case, some kind of fault-tolerance is ensured. Note that one of the neighbors selected in E-ACT-s is mandatory to have a lower hop count to the sink than itself. This ensures that all active nodes that have at least one active neighbor with a lower hop count to the sink are connected.

Algorithm 6 Neighbor selection of E-ACT-s on node $u$.

1: $N(u)$ the neighbor list of node $u$; $E_T$ the predefined energy threshold
2: $N'(u)$ computed neighbors of node $u$
3: Sort the nodes in $N(u)$ in ascending order of distance
4: $N_E := 0$; $N'(u) := \emptyset$
5: for $v$ in $N(u)$ do
6:   if $State(v) == \text{Active}$ and $N_E < E_T$ and $v.\text{MessageLevel} < u.\text{MessageLevel}$ then
7:      $N'(u) := N'(u) \cup \{v\}$
8:      $N_E := N_E + \text{Energy}(v)$
9:   end if
10: end for
11: Adjust transmission power to the minimum value needed to reach the farthest node in $N'(u)$

In order to give an impression of the topology generated using the proposed algorithms, we show the original topology and the generated topology in Figure 3.3.

3.4.5. TOPOLOGY CONSTRUCTION IN E-ACT-d

E-ACT-d (Energy-Aware Control of Topology-distributed) is for the generic case where there is no hierarchy. It is more challenging to construct a well-connected topology with just one-hop information in this case. If an incorrect set of neighbors is selected, then the resultant global topology will be disconnected. In E-ACT-d, we can set the number of neighbors to be selected, indirectly through the threshold $E_T$. We shall discuss more about the influence of $E_T$ in Section 3.5.

The algorithm is presented in Algorithm 7. Similar to E-ACT-s, nodes broadcast HELLO messages, collecting the neighbor information. The only difference between this phase of E-ACT-s and E-ACT-d is that there is no need for any hopcount information. Once the neighbor information collection phase is complete, each link is assigned a weight as in Equation 3.1,
(a) The original topology (b) The topology generated by E-ACT-s (c) The topology generated by E-ACT-d

Figure 3.3: Demonstration of the topology generated by E-ACT-s and E-ACT-d. Gradient of colors are used to indicate the energy-levels of the nodes. Green implies higher energy while red is for lower energy-levels. Node 1 at the center is the sink node.

\[ w(u, v) = \alpha \cdot \frac{E_v}{E_{\text{max}}} + (1 - \alpha) \cdot (1 - \frac{\text{RSSI}_{u,v}}{\text{RSSI}_{\text{min}}}) \] (3.1)

where, \( w(u, v) \) is the weight function of the directed edge \((u, v)\); \( E_v \) is the received remaining energy of node \( v \), and \( E_{\text{max}} \) is the maximum energy capacity of a node. \( \text{RSSI}_{u,v} \) denotes the RSSI from node \( v \) to node \( u \), while \( \text{RSSI}_{\text{min}} \) is the minimum RSSI to ensure connectivity. We also set \( \alpha \), a weight factor, that allows to control the importance level for the remaining energy of the neighbor or for the required transmission power to the neighbor.

The next step is to sort the neighbor list \( N(u) \) of node \( u \) in ascending order of their weight and select the neighbors until the neighbors’ energy is greater than or equal to \( E_T \). Finally, nodes can add missing edges to construct the symmetric neighbor list, making the graph bi-directional.

**Algorithm 7** E-ACT-d on node \( u \).

1. **Input:** Node \( u \)
2. **Output:** \( N'(u) \) computed neighbors of node \( u \)
3. Broadcast HELLO message at maximum transmission power
4. Upon receiving message from node \( v \): \( N(u) := N(u) \cup \{v\} \)
5. Wait for all nodes to finish neighbor information collection procedure
6. Compute \( N'(u) \) using neighbor selection Algorithm 8
7. Construct bi-directional links by adding missing links

### 3.4.6. Topology Maintenance

We implement a simple event-triggered (based on energy) procedure to initiate topology maintenance. In E-ACT-*, a node sends notification message when its remaining energy drops or increases above predefined thresholds. After receiving this notifica-
Algorithm 8 Neighbor selection of E-ACT-d on node $u$.

1: **Input:** $N(u)$ the neighbor list of node $u$; $E_T$ the predefined energy threshold
2: **Output:** $N'(u)$ computed neighbors of node $u$
3: Sort the nodes in $N(u)$ in ascending order of weight function
4: $N_E := 0$; $N'(u) := \emptyset$
5: for $v$ in $N(u)$ in this order do
6:  if $State(v) == \text{Active}$ and $N_E < E_T$ then
7:     $N'(u) := N'(u) \cup \{v\}$
8:     $N_E := N_E + \text{Energy}(v)$
9:  end if
10: end for

In all the three algorithms, we use broadcast messages. Broadcast messages are unacknowledged making them very susceptible to be lost due to collisions or due to lossy wireless channel. This affects our algorithms severely, resulting in disconnected topologies. To overcome these, we use the topology maintenance algorithm. When a node is \textit{Active} but does not have sufficient number of neighbors, i.e., the sum of neighbors’ energy is less than the energy threshold $E_T$, then the node sends a notification message. All the \textit{Active} nodes in its neighborhood will respond to this message. If the number of neighbors is still insufficient, it waits until the next transmission round of the underlying synchronous MAC protocol.

In practice, either of the topology construction algorithms, E-ACT-*, is executed once at the start in a newly deployed network and the topology maintenance algorithm is executed for the rest of its lifetime.
3.5. PERFORMANCE EVALUATION

3.5.1. EXPERIMENTAL SETUP

We consider an energy-harvesting WSN in which each node is powered through a solar panel and stores the harvested energy in a supercapacitor of size $15\,\text{mF}$. Since a typical low-power sensor node [74] can only operate between $2.6\,\text{V}-3.4\,\text{V}$, all of the energy in the supercapacitor cannot be used. Therefore, the maximum usable energy is $E_{\text{max}} = 36\,\text{mJ}$.

For our simulations, we model energy arrival as Bernoulli random process [79] with energy arriving in ‘packets’ of $0.9\,\text{mJ}$. Due to the energy being harvesting only half the time coupled with small storage buffer, the nodes may die or be reborn frequently. This creates a highly dynamic network. Figure 3.4 shows the remaining energy on a node with Bernoulli model.

We perform the simulations on the Cooja simulator [80] in Contiki-OS 2.7 [81]. We simulate energy-harvesting WSN battery model in software. Furthermore, we consider a multipath radio model, collisions and other physical phenomena of wireless communications in our simulations as supported by Cooja. We use the ENERGEST module in Contiki to monitor the energy usage. The other simulation parameters are listed in Table 3.2. The performance evaluation of our algorithms was also done in a real-life testbed and these results will be presented in Section 3.5.5.

Table 3.2: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Deployment area</td>
<td>$500,\text{m} \times 500,\text{m}$</td>
</tr>
<tr>
<td>Number of nodes</td>
<td>10, 20, 30, 40 and 50</td>
</tr>
<tr>
<td>Node distribution</td>
<td>Uniform</td>
</tr>
<tr>
<td>Radio</td>
<td>CC2420</td>
</tr>
<tr>
<td>E-ACT energy threshold</td>
<td>$E_T = E_{\text{max}}$</td>
</tr>
<tr>
<td>E-ACT-d weight</td>
<td>$\alpha = 0.5$</td>
</tr>
</tbody>
</table>

Figure 3.4: Remaining energy on a node harvesting with Bernoulli process.
3.5.2. Evaluation metrics
To evaluate the proposed algorithms, we take two categories of metrics to quantify the results: network metrics and energy-harvesting related metrics.

3.5.2.1. Network metrics
We first focus on the network properties of the generated topology. Specifically, we evaluate the following metrics.

**Node degree:** Generally, a node with fewer neighbors means lower interference in the transmission range. On the other hand, a higher node degree improves the fault-tolerance property in a network. Therefore, node degree is an important metric to evaluate.

**Computed transmission power:** The main goal of a topology control algorithm is to adjust the transmission power of nodes while achieving the desired graph properties. The computed transmission power of a node is the transmission power computed by the node to be used based on our algorithms. It is important as it affects the network connectivity and interference. Consequently, we would like to investigate how the proposed algorithms reduce the transmission power.

**Transmission energy consumption:** When constructing the topology, the nodes send messages to acquire the neighborhood information. The more messages a node sends, the higher the transmission energy it consumes. Traditional topology control algorithms in WSN rarely consider the transmission energy consumption. Nonetheless, when it comes to an energy-harvesting WSN, where the energy utilization is important, we would like to maximize the energy usage and evaluate the topology control algorithms in terms of this metric. Additionally, it also shows the energy-complexity of an algorithm as constructing topology requires exchanging messages among nodes.

**Spanner factor:** The spanner factor is defined in Equation 3.2. It describes how the lengths of hops in the generated topology are stretched. Since nodes in the generated topology reduce the transmission power, the length of the shortest path to other nodes may consequently be increased. This indicates the number of hops among nodes increases. To evaluate the implication of our algorithm on the network graph, we use this metric.

\[
\rho(G_0) = \frac{\sum_{\forall (u, v) \in E(G_0), u \neq v} \text{ShortestPath}(u, v, G_0)}{\sum_{\forall (u, v) \in E(G_{\text{max}}), u \neq v} \text{ShortestPath}(u, v, G_{\text{max}})}.
\] (3.2)

**Interference:** As nodes transmit data using the same wireless radio channel, interference occurs when nodes send and receive data at the same time. In order to evaluate the interference in the generated topology, we measure the physical node degree, which shows how many nodes are in the transmission range of every node. This is based on the fact that nodes in the transmission range will suffer interference when
they transmit data at the same time. Therefore, the lower the physical node degree, the lower the interference would occur.

### 3.5.2.2. Energy-harvesting related metrics

Apart from the metrics mentioned previously, when studying the energy-harvesting WSN, few other metrics are also significant. The following metrics we propose are based on the energy aspect in an energy-harvesting WSN. Considering the heterogeneous energy-levels on the nodes, it is necessary to study the impact of energy on our algorithms.

**Remaining energy per neighbor:** This metric shows how the nodes select the neighbors with respect to their energy-levels. In a battery-powered WSN, topology control algorithms do not consider the remaining energy of nodes. So when a node selects neighbors, it treats the neighbors without distinction in terms of the energy-levels. However, in our proposed algorithms, they distinguish the energy-levels of nodes.

**Connectivity over time:** In an energy-harvesting WSN, the constructed topology does not last forever due to the energy changes over time. By looking at the connectivity as time progresses, it helps assess how our algorithms adapt and maintain network connectivity with the energy changes.

### 3.5.3. Results

We evaluate the performance of E-ACT-s and E-ACT-d against K-Neigh [72] and CBTC [69] with respect to the metrics described in the previous section. The reasons that we compare our proposed algorithms with the classic topology control algorithms are as follows:

1. The number of existing topology control algorithms designed for energy-harvesting WSNs is limited;
2. our proposed algorithms is the first work, as far as we know, which is localized, implementable and focuses on selecting neighbors with high remaining energy.

Therefore, we would like to show how the proposed algorithms achieve the design goals in energy-harvesting WSNs, rather than just comparing the standard topology metrics such as stretch factor or other graph metrics.

**Node degree:** Figure 3.5 shows the average node degree. As compared to the original graph (shown by “None”), the graphs generated by E-ACT-* are the lowest even among K-Neigh and CBTC. The K-Neigh algorithm first selects a fixed number $K$ of closest neighbors, in this case, we chose $K = 9$ as recommended [72]. Then nodes exchange the neighbor lists to keep symmetric neighbor lists. Therefore, the resultant number of neighbors is less than $K$. As for the CBTC algorithm, the node degree is bound by select at least one neighbor in every cone. The cone angle is set to $\frac{2\pi}{3}$ as described in [71].

The node degree of E-ACT-* is bound by the energy threshold $E_T$ as mentioned in the algorithm description. Therefore, by adjusting $E_T$, we can have different results of node degree.
Figure 3.5: Average node degree in the resultant topology of four algorithms. E-ACT-* have lower average node degree than K-Neigh and CBTC.

Figure 3.6: Computed transmission power. E-ACT-s reduces more transmission power because it selects the closest neighbor; the transmission power is more stable in E-ACT-d, which is a consequence of employing the weight function.

**Computed transmission power:** Figure 3.6 plots the average computed transmission power in the topologies generated by the aforementioned algorithms. The results show that E-ACT-s and E-ACT-d reduce the transmission power. Specifically, E-ACT-s has less transmission power than E-ACT-d. This is because E-ACT-s gives more priority to distance, while E-ACT-d balances distance as well as the neighbors' energy-levels.

**Transmission energy consumption:** Figure 3.7 depicts the average transmission energy consumption of each node in topologies generated by various algorithms. The results show that E-ACT-s and E-ACT-d consume less energy to construct topologies, which is important in terms of building an energy-efficient network topology. To quantify the transmission energy consumption, we count the number of messages needed; each node broadcasts two messages when constructing the topology: the
Figure 3.7: Transmission energy consumption for various algorithms. E-ACT-* and K-Neigh use fewer messages to construct topologies than CBTC.

Figure 3.8: Relative physical node degree with CBTC as the baseline.

HELLO message and the neighbor list message.

**Interference:** As shown in Figure 3.8, the average physical node degree of E-ACT-* is relatively higher. This is the implication of selecting neighbors based on not only the distance but also the energy-levels. The E-ACT-* do not deviate much from that of K-Neigh. The deviation however is due to the trade-off between selecting high energy neighbors and reducing the interference.

**Spanner factor:** Figure 3.9 shows the spanner factor in the generated topology of various algorithms. Firstly, we observe that the spanner factors in all algorithms is greater than 1, which means the shortest paths in all generated topologies are stretched. Secondly, E-ACT-* have higher values of spanner factor. Revisiting the algorithms, we know that the nodes with higher remaining energy are selected frequently, which form the backbones in the topology. Consequently, nodes with less remaining energy are made to communicate via the high energy nodes. This is the main reason why the
shortest paths become longer in E-ACT-*.  

**Remaining energy per neighbor:** Figure 3.10 illustrates the average remaining energy per neighbor of the topologies derived under different algorithms. The average remaining energy per neighbor of E-ACT-d is always higher compared to other algorithm, while the value of E-ACT-s is higher than K-Neigh and CBTC in most cases. This results demonstrate the basic idea of E-ACT: nodes select neighbors that are with high remaining energy.

**Connectivity over time:** Apart from the topology construction phase, we also evaluate the network connectivity issue in the topology maintenance phase. With the topology maintenance procedure described in Algorithm 9, the network has the ability to maintain a dynamic topology. We consider every time the topology is changes as an *iteration.*
For the given capacity of 15 mF for the storage buffer, we set the two bounds as shown in Figure 3.11. We chose the LowerBound to be 600 µJ, which is the energy required for transmitting three full payload (128 B) messages in TelosB nodes. For the UpperBound, we chose the value as 1500 µJ, which allows a node to transmit at least 4 full payload messages before switching to Inactive state.

Figure 3.12 shows how the connectivity changes when the topology iterates. The results show that the network may be disconnected for some iterations. The reasons could be that the notification message is lost, or there are no active neighbors at the given time. Though these reasons are inevitable, with the help of the topology maintenance mechanism, the network has the ability to recover the connectivity. In addition, Figure 3.13 shows the connectivity over time, where 0-connectivity means the network is disconnected. The first few iterations can be disconnected because the topology construction phase is asynchronous, making some nodes still building their local topology. After the topology is connected, which implies the topology construction phase is done, and the topology is stable, we can see that the topology is updated over time. The topology is well-connected for most of the iterations, and it also shows that the topology maintenance mechanism is valid and efficient as it can recover the connectivity.

3.5.4. DISCUSSION
As described in the algorithms, we provide two parameters that can be tuned in order to generate topologies with the desired graph properties.

3.5.4.1. INFLUENCE OF \( \alpha \) IN E-ACT-D
E-ACT-d employs a metric to quantify and select neighbors, which is affected by the weight of \( \alpha \). \( \alpha \) can give weight to either energy of the neighbor or the distance, making the weight function generic. Here, we study the influence of \( \alpha \).

Figure 3.14 shows the average remaining energy per neighbor in terms of different values of \( \alpha \) for a fixed \( E_T \). We notice that giving more weight to remaining energy of neighbors leads to higher remaining energy per neighbor. Additionally, as
Figure 3.12: The $k$-connectivity property in the topology maintenance phase with E-ACT-d.

Figure 3.13: The connectivity in a network over time with E-ACT-d.

Figure 3.14: The average remaining energy per neighbor is related to the weight function in E-ACT-d. A higher $\alpha$ implies that E-ACT-d gives more importance to the neighbor’s energy.
Figure 3.15: Average node degree with respect to alpha in E-ACT-d for a fixed $E_T$. A higher $\alpha$ selects fewer neighbors.

Figure 3.16: Average node degree in the resultant topology of E-ACT-d. The topology was well-connected.

shown in Figure 3.15, low values of $\alpha$ result in a high average node degree. Each node can choose its own $\alpha$ giving it the flexibility to either have more neighbors (be well-connected) or choose higher energy neighbors who can route packets for the nodes.

3.5.4.2. Energy threshold $E_T$

Since the node degree in our algorithms is based on energy threshold $E_T$, the obvious question is how guaranteed is the connectivity. This is more important in the case of E-ACT-d, since in E-ACT-s a link to one of its parents is always added. A simple solution is to choose a high $E_T$ value. However, as shown in [82], if a node connects to $\Theta(\log n)$ nearest neighbors, the graph will be connected. Based on this, we evaluate the topology construction for various $E_T$.

As shown in Figure 3.16, the average node degree increases with higher $E_T$. According to the simulations, we found that value of $E_T \geq E_{max}$ made the graph well-connected irrespective of the number of nodes. The distribution of the network con-
Table 3.3: Experiment results on the Indriya testbed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>$E_T$</th>
<th>Avg. node degree</th>
<th>Avg. TX power</th>
<th>% of connected</th>
<th>Spanner factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-ACT-s</td>
<td>$E_{\text{max}}$</td>
<td>2.03</td>
<td>-19.07 dBm</td>
<td>61.40%</td>
<td>2.66</td>
</tr>
<tr>
<td></td>
<td>$1.5E_{\text{max}}$</td>
<td>2.54</td>
<td>-18.22 dBm</td>
<td>90.42%</td>
<td>2.54</td>
</tr>
<tr>
<td></td>
<td>$2E_{\text{max}}$</td>
<td>3.04</td>
<td>-15.08 dBm</td>
<td>96.29%</td>
<td>1.78</td>
</tr>
<tr>
<td>E-ACT-d</td>
<td>$E_{\text{max}}$</td>
<td>2.17</td>
<td>-7.60 dBm</td>
<td>85.29%</td>
<td>1.54</td>
</tr>
<tr>
<td></td>
<td>$1.5E_{\text{max}}$</td>
<td>2.75</td>
<td>-6.07 dBm</td>
<td>91.43%</td>
<td>1.47</td>
</tr>
<tr>
<td></td>
<td>$2E_{\text{max}}$</td>
<td>3.80</td>
<td>-4.97 dBm</td>
<td>96.80%</td>
<td>1.26</td>
</tr>
</tbody>
</table>

Connectivity is shown in Figure 3.17.

### 3.5.5. Testbed Results

We conducted experiments on the Indriya [83] and FlockLab [84] WSN testbeds. When testing the proposed algorithms on the testbed, the following limitations exist: (a) As the deployment is fixed and some nodes in the network are unavailable, the connectivity issue is more important than the other metrics; and (b) Due to the complexity of the indoor environment, the wireless channel is lossier compared to the simulation setting. Therefore, we tested the E-ACT-* algorithms mainly to evaluate the connectivity issue in the generated topology.

We observed that broadcast messages got lost more often in the realistic deployment compared to the simulated radio channel. Thus, the generated topology was not always connected. Nonetheless, since our proposed algorithms enable the network to be fault-tolerant, the connectivity can be recovered over iterations. In addition, we know that the fault-tolerance is related to the value of $E_T$, as $E_T$ decides how many neighbors to select.

#### 3.5.5.1. Results from the Indriya Testbed

The Indriya testbed consists of 96 available nodes, where nodes in this testbed are deployed across three floors. The type of nodes is TelosB, which consists of TI-MSP430 microcontroller and equipped with CC2420 radio. We evaluated the results of the generated topology in the E-ACT-s and the E-ACT-d algorithms. Table 3.3 shows several evaluation metrics based on the testbed results. In this table, average node degree, average computed transmission (TX) power and spanner factors are similar to the results that are based on simulations. Furthermore, % of connected means network connectivity over iterations. The results from the table show that though the network experiences disconnection, the network has the ability to recover connectivity. Particularly, by tuning the value of $E_T$, the probability that the network is connected is increased. By setting $E_T = 2E_{\text{max}}$, the connectivity over iterations is greater than 96% on the given testbed deployment.

#### 3.5.5.2. Results from the Flocklab Testbed

As the Bernoulli energy arrival model does not really model a real-world source effectively, we can consider models to emulate energy-harvesting sources such as the solar
Figure 3.17: Network connectivity in E-ACT-d with different values of $E_T$. The topology generated by E-ACT-d is always well-connected when $E_T \geq E_{\text{max}}$. 
model proposed by Moser [85]. This model generates energy given by the following equation.

\[ P_S(t) = |10 \cdot \mathcal{N}(t) \cos(t/70\pi) \cos(t/100\pi)|, \]  

where \( \mathcal{N} \) denotes a normally distributed random variable with mean 0 and variance 1. The power harvested from this model is shown in Figure 3.18(a). The obtained power trace \( P_S(t) \) exhibits both stochastic and deterministic with periodic behavior, and simulates patterns of day and night periods similar to those experienced by solar cells in an outdoor environment. A similar power trace can be generated even when the normally distributed random variable is substituted by a uniform random variable with mean 0 and variance 1. Such a power trace is shown in Figure 3.18(b). We shall make user of this model for experiments in the Flocklab testbed.

We used 25 TMote Sky nodes in the Flocklab testbed for our experiments. Table 3.4 shows several evaluation metrics based on the testbed results. The results are similar to the Indriya testbed results despite energy arrival from the harvester not being completely random. This shows the effectiveness of E-ACT-* algorithms when deployed in real-world scenarios.

### Table 3.4: Experiment results on the FlockLab testbed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( E_T )</th>
<th>Avg. node degree</th>
<th>Avg. TX power</th>
<th>% of connected</th>
<th>Spanner factor</th>
</tr>
</thead>
<tbody>
<tr>
<td>E-ACT-s</td>
<td>( E_{max} )</td>
<td>2.10</td>
<td>-18.27 dBm</td>
<td>70.20%</td>
<td>2.5</td>
</tr>
<tr>
<td>E-ACT-s</td>
<td>1.5( E_{max} )</td>
<td>2.46</td>
<td>-16.42 dBm</td>
<td>92.52%</td>
<td>2.02</td>
</tr>
<tr>
<td>E-ACT-s</td>
<td>2( E_{max} )</td>
<td>3.24</td>
<td>-14.10 dBm</td>
<td>97.90%</td>
<td>1.74</td>
</tr>
<tr>
<td>E-ACT-d</td>
<td>( E_{max} )</td>
<td>2.05</td>
<td>-8.45 dBm</td>
<td>80.29%</td>
<td>1.84</td>
</tr>
<tr>
<td>E-ACT-d</td>
<td>1.5( E_{max} )</td>
<td>2.64</td>
<td>-5.95 dBm</td>
<td>91.43%</td>
<td>1.57</td>
</tr>
<tr>
<td>E-ACT-d</td>
<td>2( E_{max} )</td>
<td>3.52</td>
<td>-4.57 dBm</td>
<td>96.80%</td>
<td>1.36</td>
</tr>
</tbody>
</table>

Figure 3.18: Power trace with Moser’s model
3.6. Conclusions

We investigated topology control—a topic that has been studied extensively in battery-powered WSNs but has not been fully explored in energy-harvesting WSN. We investigated the new challenges and constraints in topology control in energy-harvesting WSN setting. Since the nodes harvest energy from the ambiance, number of nodes that are alive at a given instant keeps varying. This poses a bigger challenge in reusing the topology control algorithms proposed hitherto. Thus we proposed two localized topology control algorithms, namely E-ACT-s and E-ACT-d, and a topology maintenance algorithm. We evaluated the proposed algorithms based on simulations and on real-world deployments—the Indriya testbed and the Flocklab testbed. As for the complexity, E-ACT-* algorithms take only around 80 lines of code to implement.

With respect to the performance, simulation results show that compared to classic algorithms that do not take neighbor’s remaining energy into consideration, our proposed algorithms increase at least 33% in the remaining energy per neighbor. In terms of energy consumption and fault-tolerance, our proposed algorithms typically achieve 1-connected topology using 74% less energy compared to K-Neigh. Furthermore, by choosing the right parameters, a fault-tolerant $k$-connected topology can be obtained. The average spanner factors of E-ACT-s and E-ACT-d are 1.99 and 1.84 respectively, which shows that the average lengths of shortest paths among nodes are increased but not by much. As for interference, the number of physical node degree is increased by at most 30% in E-ACT-* algorithms compared to K-Neigh.

The increase in spanner factors and the interference are acceptable trade-offs for selecting neighbors based on distances and energy levels. With regard to topology maintenance, results show that E-ACT-* are adaptable to the changes in energy levels, and it preserves a connected network in at least 96% of iterations over time. Testbed results demonstrate that in a real-world and complex indoor environment, by increasing the value of $E_T$, our proposed algorithms still can keep the network connected over time, which proves that E-ACT-* are flexible and implementable algorithms that meets the requirements.

In a nutshell, we can conclude our work suggests:

1. Nodes in energy-harvesting WSN should be assigned with different roles based on their energy levels;
2. topology control algorithms in energy-harvesting WSNs should select neighbors based on nodes’ energy levels to keep the network connected;
3. as for fault-tolerance, by choosing neighbors based on energy-levels instead of targeting at achieving a $k$-connected topology, the network will be well-connected also achieve a high value of $k$-connectedness.

E-ACT-* algorithms are only the beginning and it has opened up many problems to be solved. Foremost work is to determine the threshold $E_T$ that will render the graph connected. We only evaluated for different values of $E_T$ but a value must be determined theoretically. The second work should be to incorporate energy-prediction in the algorithms in order to reduce the toggling between node energy states. Finally, integrate E-ACT-* algorithms with routing protocols in energy-harvesting WSN such as Collection Tree Protocol [49].
4

UNFOLDING AND IMPROVING THE PERFORMANCE OF CONSTRUCTIVE INTERFERENCE

4.1. INTRODUCTION

Many WSN applications rely on network flooding. Typical uses of network flooding are to disseminate data through the network and time-synchronize the nodes. Data dissemination is used to query sensor values or perform network housekeeping tasks such as distributing configuration parameters and updating software codes. Apart from using synchronized time values for time stamping in messages, it is also used by real-time, high-rate data collection systems [86]. Thus building an efficient network-flooding technique is essential. Several techniques for flooding have been proposed in [87, 88, 89], which aim to minimize latency or achieve energy-efficiency. Recently, Ferrari et al. [90] made a major contribution through their flooding technique called Glossy. It achieves latency close to the lower theoretical limit and also implicitly synchronizes the nodes with sub-microsecond accuracy and with high reliability.

The constructive interference (CI) phenomenon is used by Glossy to eliminate the need for contention to access the wireless medium. CI occurs when two or more nodes transmit the same data concurrently, which makes the signals superpose. Hence, receivers can decode the packet successfully with high probability due to, supposedly, the increased signal power at the receivers. To achieve CI successfully with IEEE 802.15.4 radios operating in the 2.4 GHz band, the maximum tolerable temporal displacement by the concurrent transmissions is one chip duration, which is 0.5 µs. Ferrari et al. [90] achieve this tight bound with radio-triggered synchronization mechanism and demonstrate this on Tmote Sky wireless sensor nodes.

Ferrari’s work generated huge interest in the research community to study CI. However, from the previous studies, there appears an inconsistent and often contradicting picture about the working of CI. For example, while it is claimed in [90] that CI does not depend on the number of transmitters in the network, Noda et al. [91] report otherwise, namely, a significant decrease in packet reception when the number of transmitters increases. Another instance is that Ferrari et al. [90] claim that out-of-phase carrier waves from three or more concurrent transmitters do not hamper the
Decodability of the received signal although Wang et al. [92] derive a sufficiency condition for the phase of the concurrent signals such that they interfere constructively. This clearly demonstrates that we lack a complete picture of the CI phenomenon.

Several factors influence the performance of CI as commercial off-the-shelf IEEE 802.15.4 hardware is designed to work with a single carrier.

1. There is a high chance that the signals arrive with different phase offsets at the receiver for several reasons, including, distance between the transmitters and physical phenomena such as multipath, leading to failures in decoding the signals.

2. Furthermore, if nodes transmit with different powers, then the phase of the resultant signal is influenced by the strongest signal.

3. Clocks on the radio are allowed to have large drifts since compensating for drifts within one signal is easy. However, this can hamper CI.

4. Since sensor nodes are designed to be inexpensive, they have low accuracy crystals for the CPU clocks. Clock drifts can creep in to hinder CI.
Figure 4.1 shows the resultant signal under the influence of some of these factors. Figure 4.1(b) shows that the signal is not decodable when there is a large phase offset between the concurrent transmissions. However, the resultant signal can be decoded although the concurrent transmissions have a large phase offset when one signal overpowers the others as shown in Figure 4.1(c). An example of signal from an imperfect radio clock is shown in Figure 4.1(d).

The above aspects have not been studied holistically. This chapter aims to provide comprehensive insights into the impact of these factors with rigorous experimentation in different scenarios. Each scenario offers different radio propagation characteristics. We show that the performance of CI can be quite unreliable since it depends on several factors. Since protocols based on CI have been shown to be highly energy efficient coupled with very low latencies, the performance of CI should be improved. Based on the insights obtained from our experiments, we design Destructive Interference based Power Adaptation (DIPA), a transmit power adaptation based algorithm that improves the performance of CI. Protocols such as Glossy can benefit from DIPA to improve both performance, specifically bit error rates and packet losses, and save power on the nodes. This chapter makes the following contributions:

1. We derive the resultant signal obtained from superposition of several concurrent transmissions in order to study CI from a receiver’s perspective. Based on the resultant signal, we derive the maximum tolerable phase offset for achieving effective CI. Furthermore, we show the influence of various parameters from the expressions of the resultant signal.

2. We conduct an exhaustive experimental study of CI considering minute details in real-life settings. We validate the dependency on the factors through these experimental results.

3. One important result that we establish is that varying transmit powers can be beneficial to improve packet reception. Based on this, we propose DIPA, a localized algorithm that adapts transmit power based on feedback.

4. We propose to use destructive interference as a negative feedback mechanism for DIPA. We evaluate this algorithm on real-life sensor network testbeds. We show the improvement in the performance of CI due to DIPA as well as improvement in energy efficiency.

The chapter is organized as follows. Section 4.2 summarizes the theory of constructive interference and related work. We also list the claims and counter-claims made in the literature about the working of CI. Section 4.3 describes the experimental setup. In Section 4.4, we give expressions for the resultant signal and show through these equations, how CI depends on various parameters. We corroborate these with experimental results and draw our conclusions about CI also in Section 4.4. We establish that obtaining an optimal transmit power set has exponential complexity, and propose our algorithm with its evaluation in Section 4.5. We make concluding remarks in Section 4.6.
4.2. CONSTRUCTIVE INTERFERENCE

In this section, we first summarize the theoretical background of constructive interference, and then briefly describe the literature that has studied CI and applications that use CI.

4.2.1. THEORY OF CONSTRUCTIVE INTERFERENCE

When two nodes transmit the same packet simultaneously on the same frequency band to a receiver within their transmission ranges, the transmitted signals superpose leading to constructive interference at the receiver. On an IEEE 802.15.4 node operating in the 2.4 GHz band, the data to be transmitted is first split into 4-bit groups each forming a symbol. Each symbol goes through a Direct Sequence Spread Spectrum (DSSS) modulation. Every symbol is modulated with a pseudo-random noise (PN) sequence of 32 chips. The symbol-to-chips mapping is defined in the IEEE 802.15.4 standard [93]. This baseband signal is then modulated onto the carrier with Offset-Quadrature Phase Shift Keying (O-QPSK), which is transmitted over the wireless medium.

At the receiver, a coherent detection method is used to demodulate the carrier signal. The signal is down-converted into chips, which are then mapped back to the symbols. Redundancy introduced by the PN sequence allows for coping with errors caused on the channel. This redundancy improves the receiver sensitivity level at the cost of a reduced data rate.

For CI to occur, the tolerable temporal displacement between signals is $0.5 \mu s$ [90], since the chips in quadrature-phase (Q-phase) are delayed by the chip time, $T_c = 0.5 \mu s$ with respect to the in-phase (I-phase) carrier. As in [94], let the O-QPSK signal be represented by,

$$S(t) = I(t) \cos \omega_c t - Q(t) \sin \omega_c t. \quad (4.1)$$

Here, $I(t)$ is the I-phase, $Q(t)$ is the Q-phase component, and $\omega_c = \pi/2T_c$ is the radial frequency of half-sine pulse shaping. The resulting constructively interfered signal is given by,

$$S_r(t) = \sum_{i=1}^{K} A_i S_i(t - \tau_i) + N_i(t), \quad (4.2)$$

where, $K$ is the number of concurrent transmitters, $A_i$ is the amplitude and $\tau_i$ is the temporal offset of the $i^{th}$ transmitted signal. $N_i(t)$ is the noise added to the signal.

4.2.2. RELATED WORK

We group the related work on CI into two categories: articles that study or analyze the CI phenomenon, and articles that use CI for protocol development in WSN.

**Work on CI:** With concurrent transmissions, a packet can be decoded by the receiver even in the absence of the capture effect. For concurrent transmissions to interfere constructively, precise timing requirements need to be imposed on the transmitter nodes. Ferrari et al. [90] analyze these requirements and outline a method to achieve them on CC2420 radios, specifically trying to make overall delay deterministic in nodes that have low accuracy clocks. Furthermore, they propose Glossy, a mechanism to flood the network within a few milliseconds. Importantly, they show through experiments on testbeds that (i) as the number of concurrent transmitters...
increases the packet reception ratio (PRR) increases; (ii) the only factor that affects CI is not meeting the temporal offset constraint of $\leq 0.5 \mu s$ among concurrent transmissions.

Wang et al. [94] studied the scalability of CI. They argue that PRR of CI decreases with an increasing number of nodes due to non-deterministic delays. They show scalability is an issue, and propose an algorithm to handle it. The scalability issue has also been studied in [91], which demonstrates, with experiments, that more transmitters will affect the received signal severely.

A model for computing the success of packet reception under both CI and capture effect is proposed in [95]. Improving PRR in CI has been considered in [92] and [96]. Increasing the power difference among transmitters combined with the use of a forward error correction scheme is the method proposed in [96].

It is claimed in [92] that signals transmitted within 0.5 $\mu s$ is not enough for CI due to the noise in the received signals. Further, they propose algorithms to achieve chip-level synchronization and select only those transmitters that improve the received signal power, with simplifying assumptions. From these studies, we make some observations.

**Claim 1:** Temporal offset among concurrent IEEE 802.15.4 transmitters not exceeding 0.5 $\mu s$ will generate constructive interference with high probability [90].

**Contradicting claim:** Concurrent transmission with delay less than 0.5 $\mu s$ is insufficient to guarantee CI due to noise in the radio signals [92].

**Claim 2:** Out-of-phase carrier waves allow correct detection with high probability, when the number of concurrent transmitters is greater than or equal to three [90].

**Contradicting claim:** Not all out-of-phase carriers allow the decoding of the packet correctly. A maximum tolerable phase offset to generate CI is derived in [92].

**Claim 3:** The number of concurrent transmitters have little impact on PRR [90].

**Contradicting claim:** CI does not scale with the number of transmitters due to the lack of coherence among carrier signals [91].

**Claim 4:** Non-deterministic delays are present and affect CI negatively [94].

**Claim 5:** Power imbalance greater than 5 dBm improves the PRR [91], where power imbalance is defined as two concurrent transmitters having transmission power levels that differ by a certain value. A similar claim is made in [96], in which power imbalance greater than 2 dBm improves the PRR.

**Claim 6:** PRR decreases when packets become longer [90].

It is apparent that there is an inconsistent view on the working of CI, and some claims are not completely explained and need substantiation. In this chapter, we shall establish how these parameters affect CI and perform experiments to validate them in various real-world scenarios.

**Work on the use of CI:** A node density estimation algorithm by counting the number of combined signals in CI based on the received power is proposed in [97]. The Splash protocol pipelines transmissions for parallel data dissemination over a tree using Glossy [98]. This work also demonstrates certain weaknesses of CI such as lower reliability of CI with larger packet sizes and that not all tightly synchronized transmissions are helpful. Splash uses several techniques, such as diversity in transmis-

---

1 Packet reception ratio is the ratio of the number of data packets successfully delivered to the number of packets transmitted regardless of the number of transmissions involved in delivering each packet.
sion density, opportunistic overhearing, channel cycling and XOR coding, to improve PRR. Ferrari et al. [99] propose a protocol utilizing Glossy to convert the multi-hop WSN to a shared, low-power wireless bus. This bus supports one-to-many, many-to-one and many-to-many traffic. Another work [100] modifies Glossy to make it a data collection protocol. While such protocols require all nodes to participate in concurrent transmissions, the authors of [101] propose a method to reduce them by selecting the nodes only in the direction of the destination. These protocols require reliable working of CI, which we investigate in this chapter.

4.3. DESIGN OF EXPERIMENTS

We study the characteristics of CI both analytically as well as with experiments in real-life settings with twelve identical nodes. In this section, we describe the experimental setup used and the locations where experiments were conducted.

4.3.1. EXPERIMENTAL SETUP

The setup is shown in Figure 4.2. An initiator node is placed 1 m away from the set of relay nodes that also act as the concurrent transmitters. These nodes are placed on an arc, formed by the circle of radius \( d \). A receiver is placed \( d \) m away, i.e., at the center of the circle, making receiver equidistant from the concurrent transmitters.

The distance between the receiver and the concurrent transmitters is chosen such that the network remains connected when any of the concurrent transmitters sends a packet at -6 dBm. That is, \( d \) is the threshold distance at which all the packets from a transmitter reaches the receiver successfully when transmitted with the specified power. Note that \( d \) varies across locations due to different radio propagation characteristics. In each location, we verified that connectivity exists and all packets were received between every concurrent transmitter node and the receiver. We used the CC2530 system-on-chip solution from Texas Instruments [43], which supports IEEE 802.15.4 radio. CC2530 is controlled by an industry-standard 8051 microcontroller unit in the chip. The chip has a low-power consumption along with high receiver sensitivity (-97 dBm) and allows to choose transmit powers from -28 dBm to +4.5 dBm in
4.3. Design of Experiments

17 predefined steps. The radio also allows us to choose payload sizes from 1 B to 127 B. For our experiments, we used $\lambda/4$ antennas with a reverse polarity SMA connector. We chose external antennas to eliminate any dependency of the performance of CI on the chip antennas. We implemented CI following the guidelines given in [90], and validated its proper working. That is, we ensured that the concurrent transmitters would transmit within a temporal offset less than 0.5 $\mu$s.

All nodes were powered by batteries that provided sufficient voltage levels throughout the experiments. We ensured that batteries had not caused any problems, by checking the voltage levels before and after the experiments to confirm that the measurements made were in good order.

Before each experiment, we ascertained that we used a channel (channel 26 of IEEE 802.15.4) in which there was no external interference from nearby WiFi or Bluetooth devices. No microwave appliances were nearby as well.

4.3.2. Locations

We conducted experiments at four different locations.

A model of an airliner fuselage: The fuselage is of dimensions $12 \times 3$ m. The curved enclosure is made up of tin, and has wooden flooring. In this location, the radius of the arc, $d$, was 10.5 m.

Corridor: The corridor is 2 m wide and 27 m in length. Here, $d$ was 23 m.

Office space: An empty office was another location for our experiments. It is $10 \times 7$ m. In this location, $d$ was 8 m. Figure 4.3 shows the setup in the office space.

Soccer field: An outdoor location free from any construction was chosen. In this case, the radius of the arc was 8 m. Figure 4.4 shows the setup in the field.

Figure 4.3: Experimental setup in an empty office.

Figure 4.4: Experimental setup in a soccer field.

As mentioned before, each location offers different radio propagation characteristics. The signals reflect in the fuselage and the corridor locations, while the office space has less reflections since there are no obstacles. In the soccer field scenario, the signals are reflected only by the ground.

4.3.3. DATA COLLECTION SCENARIOS

All the experiments were conducted in a line-of-sight setting. We created seven scenarios for experimentation. At each location, we collected data with at least 10,000 packets for various packet sizes in each scenario. Below is the list of scenarios.

Scenario 1: We started off with data collection with one transmitter and one receiver. At each step, we added one more transmitter. The transmission power of each concurrent transmitter was set to -6 dBm. This scenario studies the effect of the number of concurrent transmissions on a receiver.

Scenario 2: Scenarios 2–5 are created to study the effect of power imbalance among concurrent transmitters. In this scenario, alternate nodes were set to -6 dBm and -3 dBm.

Scenario 3: In this scenario, alternate nodes were set to transmission powers of -6 dBm and 1 dBm.

Scenario 4: In this scenario, every node chose a random transmission power between -10 dBm and +4.5 dBm.

Scenario 5: In this scenario, we considered 9 nodes out of which we created groups of three nodes. In each group, nodes transmitted at -6 dBm, -3 dBm and 1 dBm.

Scenario 6: In this scenario, 9 nodes were used. Alternate nodes were displaced by a distance of \(\pm \lambda/2\) from the circumference of the circle, while the other nodes were on the circumference. Here, \(\lambda\) is the wavelength of the carrier wave. This scenario studies the effect of the distance between transmitters on the phase difference. The distance \(\lambda/2\) was chosen since this would create a 180° phase offset between carrier signals of adjacent nodes.

Scenario 7: This scenario is similar to the previous scenario wherein the alternate nodes were displaced by \(\pm \lambda/4\) instead of \(\pm \lambda/2\). This scenario too studies the effect of
the distance between transmitters on the phase difference as $\lambda/4$ separation would cause a $90^\circ$ phase offset between carrier signals of adjacent nodes.

4.4. UNFOLDING CI

In this section, we derive the amplitude and phase of the resultant signal. By phase, we refer to the phase of the carrier signal, unless mentioned otherwise. Based on these expressions, we analyze an exhaustive set of parameters on how they impact CI. Furthermore, in this section, we corroborate this study with experimental results obtained from the setup and different scenarios described in the previous section. With these results, we present a holistic picture about CI.

4.4.1. PHASE OFFSET

Carrier phase offset among the interfering signals can hinder constructive interference. Wang et al. [92] state that for CI to occur, the individual signals must also satisfy a sufficiency condition: for signals to interfere constructively, the phase offset of the $i^{th}$ arriving signal should not exceed $|\phi_i| \leq \arccos \left( \frac{P_i}{P_S} \right) / \omega_c$ from the strongest arriving signal with power $P_S$. Here, $P_i$ is the power of the $i^{th}$ signal. This implies that the maximum tolerable phase offset is $\pi/2$. While the condition seems intuitively correct since the I and Q components are offset by $\pi/2$, it is not completely realistic especially when the powers are different. We will show that even if $P_i$ is only slightly less than $P_S$, but has a $\phi_i > \pi/2$, the signal can be decoded correctly.

To obtain the correct sufficiency condition, we take a more holistic approach to compute the phase, i.e., we derive the resultant signal and the tolerable phase offset.

**Lemma 1.** Constructive interference has occurred when the carrier phase offsets are within $\pm \pi/4$ with respect to each of the received signals at the receiver.

**Proof.** Equation (4.2) can be represented as $S_r(t) = \sum_{i=1}^{K} A_i \cos(\omega_f t + \phi_i)$, where $\omega_f$ is the carrier frequency, $\phi_i$ is the phase of the $i^{th}$ signal. For the sake of understanding the influence of the phase differences, we neglect noise from this equation. However, the negative influence from noise in phase detection and symbol recovery is an
essential and basic element of the CI phenomenon, which is difficult to quantify.

From the Harmonic Addition theorem, the summation is given by,

\[ S_r(t) = \sum_{i=1}^{K} A_i \cos(\omega_f t + \phi_i) = B \cos(\omega_f t + \hat{\phi}), \quad (4.3) \]

where,

\[ B^2 = \sum_{i=1}^{K} A_i^2 + 2 \sum_{i=1}^{K} \sum_{j>i}^{K} A_i A_j \cos(\phi_i - \phi_j), \quad (4.4) \]

and \( \hat{\phi} = \arctan \frac{\sum_{i=1}^{K} A_i \sin \phi_i}{\sum_{i=1}^{K} A_i \cos \phi_i}. \quad (4.5) \]

Here \( B \) is the amplitude of the resultant signal and \( \hat{\phi} \) is the phase of the resultant carrier signal. This resultant signal is downconverted to baseband signal. There are two possible cases for this baseband signal.

Case 1: The signal is not decodable because the summation of several signals with different phase offsets produced a signal with invalid baseband phase information (see Figure 4.1(b) for an example).

Case 2: The signal is decodable, i.e., CI has occurred. Even if the baseband phase offset of this decodable signal is greater than zero, the phase lock loop in the receiver attempts to correct the offset. This may be seen as the constellation being rotated by the baseband phase offset. Practically, this is possible for any phase offset if the preamble is sufficiently large.

In many implementations of O-QPSK based receivers (e.g., [102]), symbol recovery is done by taking hard decisions with respect to the axes of the constellation. In order to be correctly decodable, the symbols must be in the right quadrant to avoid detection errors. This is only possible if the baseband signal has a maximum phase offset of \( \pm \pi/4 \) with respect to the ideal constellation. This implies that this case is only possible if the phase offset of the resultant carrier, \( \hat{\phi} \), is less than or equal to \( \pm \pi/4 \) with respect to each of the received signals at the receiver. Therefore, to decode correctly, the arriving signals are said to be interfering constructively when the maximum phase offset is \( \hat{\phi} \leq \pm \pi/4. \)

We now look at various sources that can alter the phase even if the temporal offset among transmitters is less than 0.5 \( \mu s. \)

### 4.4.1.1. Clock Errors and Number of Transmitters

There is a heavy reliance on the on-board clock to maintain synchronization. Typically, a crystal oscillator sources the clock for the microcontroller to execute instructions. In Tmote Sky nodes, a digitally controlled oscillator (DCO) acts as the source, which operates at a maximum of 8 MHz. However, this DCO is subject to errors of about \( \pm 20\% \) from the nominal value, and temperature and voltage cause deviations of about \( -0.38\%/°C \) and \( 5%/V \) respectively [90].

Wang et al. [94] state that there can be uncertainty in time due to software delays, radio processing delays and clock drifts in each hop.

Let \( p_e \) be the probability mass function (pmf) of the uncertainty of time delays on a node. With \( K \) concurrent transmitters, each being independent from the other
transmitters, the effective pmf will be $p_e * p_e * \ldots K$ times $p_e^K$. The probability that there are no clock drifts, i.e., no phase offsets with $K$ concurrent transmitters decreases exponentially with increasing number of transmitters. The exponential curve represents the lower bound of success, i.e., occurrence of no clock drifts. Therefore, we can conclude that non-deterministic delays are present and can influence the resultant phase.

4.4.1.2. Distance between Transmitters
The phase of the resultant signal is given by the following relation when two concurrent transmitters (assuming transmission powers are equal) are placed at distances $d_1$ and $d_2$ from the receiver respectively,

$$\phi = \frac{2\pi(d_1 - d_2)}{\lambda},$$

(4.6)

where, $\lambda$ is the wavelength. It is apparent that if these two transmitters are separated by a distance of $\lambda/2$, then they cancel each other. A generalization of this statement is that path differences between transmitters cause phase offsets, which in turn affects the resultant amplitude and hence, the decodability of the signal. For 2.4 GHz radios, the wavelength is $\approx 12.5$ cm. Hence, small path differences can create undesirable phase offsets.

4.4.1.3. Transmission Power
Intuitively, the signal with more power should dictate the amplitude and phase of the resultant signal. This is evident from Equation (4.4) and (4.5), i.e., when there is a stronger signal $S_i > S_j$, the value of $B$ and $\hat{\phi}$ tends towards the value of $A_i$ and $\phi_i$. We demonstrate this with the following example. We consider two concurrent transmitters. We fix the amplitude and phase of one signal to constant values, namely $A_1 = 1 V$ and $\phi_1 = \pi/4$. We fix only the phase of the second signal at $\phi_2 = 5\pi/6$ and vary only the amplitude from 0.00 V to 2.00 V in steps of 0.01 V. Figure 4.6 shows the amplitude and phase of the resultant signal computed from Equation (4.4) and (4.5). There is a point of discontinuity in the phase at a certain point, and it begins tending towards the second signal, as it gets stronger.

When there is a stronger signal even with a phase offset, current receivers can compensate this phase offset by using phased-lock loops, hence decoding correctly. In the example in Figure 4.6, when the powers of the two signals vary, the resulting signal can be correctly decoded although $A_2$ has a phase offset greater than $|\phi_2| > \pi/2$. For the example in Figure 4.6, we computed the regions in which the resultant signal can be decoded as either $S_1$ or $S_2$. The resultant signal is taken to be decoded when it has a correlation coefficient greater than or equal to 0.99 of the decoded signal with either $S_1$ or $S_2$. The region between these two points do not correspond to either of the transmitted signals and cannot be decoded. However, we have demonstrated that concurrent transmissions with varying powers and phases can still be decoded, which is in contradiction with the sufficiency condition from Wang et al. [92].

4.4.1.4. Physical Environment
Another factor that affects the phase of the resultant signal is the physical environment where the sensor nodes are deployed. Multipath is unavoidable in many real-
Figure 4.6: Resultant amplitude and phase when $A_1 = 1\, \text{V}$ and $\phi_1 = \pi/4$. Amplitude $A_2$ is varied from 0 to 2\, \text{V} in steps of 0.01\, \text{V} and its phase is $\phi_2 = 5\pi/6$.

world deployments. Due to this effect, concurrently transmitted signals travel different path lengths. Therefore, the receiver will see different phase offsets of the signals. Although several channel models exist, it is difficult to quantify the exact influence of multipath signals on the received signal. Nevertheless, it should not be neglected and can clearly be seen in an actual deployment. We shall demonstrate this in the following section.

Lemma 2. A packet can be decoded with high probability when concurrent transmissions of the same packet have (a) the temporal offset between transmissions $\leq 0.5\, \mu\text{s}$; (b) the phase offset of the resultant signal $\leq \pm \pi/4$ with respect to each other for the received signals; (c) different transmission powers for the individual transmissions.

Proof. Conditions (a) and (b) are the necessary and sufficiency conditions for constructive interference. Condition (a) has been proven in [90] and condition (b) has been proven in Lemma 1. The necessary and sufficiency conditions hold when the transmission powers employed by the concurrent transmitter are equal. Condition (c) specifies the special case when either (a) or (b), or both are not met. With Lemma 1 and the discussions thereafter, it is clear that when transmission powers of the individual concurrent transmissions are different, the phase offset is determined by the stronger arriving signal and has higher chances of being decoded. When the transmission powers of the individual signals vary with time offsets of transmissions close to $0.5\, \mu\text{s}$, which is much lower than the preamble time, there is a non-negligible chance of (power) capture taking place [89], i.e., the ability of the radio to receive a strong signal regardless of other concurrent transmissions. When the tight time synchronization of $0.5\, \mu\text{s}$ cannot be met due to synchronization errors or clock drifts, there is still a high probability of the packet being decoded correctly.

The significance of Lemma 2 is as follows: concurrent transmissions increase the probability of packet reception either through constructive interference or capture effect (when different transmission powers are employed). However, it is difficult to
quantify the probability of correct reception analytically due to noise and other various parameters affecting the signal.

4.4.1.5. Observations
Since we are investigating the phenomenon of CI over one hop, we look at statistics of each transmitted packet rather than the PRR.

Here, we are interested in received signal strength (RSSI), bit error rate (BER) and packet loss. We present selected data from different scenarios to best describe the effect of parameters on CI. The inferences drawn here are applicable to data from all scenarios since the trends were similar. While some conclusions can be derived from previous work, we present them here for the sake of completion. Together with our inferences, this work provides comprehensive insights into CI.

Figure 4.7 shows the RSSI and BER values at the receiver in the empty office scenario. The RSSI increases with increasing number of concurrent transmitters before saturating at a certain power. However, when we look at the BER, we see that BER does not follow the nice trends as the RSSI; nor does a high RSSI imply less errors. We also placed an additional receiver in this scenario at 1 m distance from the concurrent transmitters. The RSSI and BER values at this receiver (see Figure 4.8) also depict the same trends. Figure 4.9 shows the RSSI and BER in the fuselage location when the nodes are kept at 10.5 m distance. In this case, we observe that the RSSI does not follow the nicely increasing trends especially with 4 and 5 concurrent transmitters. We speculate that the some signals were not contributing to the decoded signal and hence lower RSSI. BER, in this experiment too, does not show any relation with RSSI. The causes for lower BER could be due to one or more of the factors discussed in the previous section. From this figure, we infer the following:

**Inference 1**: CI increases the energy in the wireless channel.

**Inference 2**: Higher RSSI does not imply lower BER of the packet.

**Inference 3**: Temporal offset $\leq 0.5 \mu s$ is necessary for CI to occur with high probability. However, achieving this tight synchrony is not always sufficient to reap the maximum benefits of CI.

**Inference 4**: There is no relationship between BER and the number of nodes, i.e., we cannot conclude that the number of concurrent transmitters will influence the...
Figure 4.8: RSSI and BER values in an empty office with receiver at 1 m from concurrent transmitters.

Figure 4.9: RSSI and BER values in a model airliner fuselage with receiver at 10.5 m from concurrent transmitters.

PRR.

Although we achieved a tight synchronization of 0.5 µs on the nodes, we saw that the BER shows variation in performance. This leads us to the third inference. The sufficiency condition in Lemma 1 was probably not satisfied here. We will now illustrate the fourth inference better with another dataset.

Figure 4.10 shows the RSSI and BER for varying number of transmitters in the corridor environment. We strongly suspect that multipath is influencing the received signals. In a corridor with one transmitter, multipath will mostly be beneficial as the corridor will act as a waveguide. However, in order to realize CI, both the conditions for the temporal and phase offsets as stated in Lemma 1 must be satisfied. Although the concurrent transmitters may be well synchronized, the path lengths traversed by the individual transmissions may be different. This leads to a new problem that arises with concurrent transmissions. The influence of multipath with concurrent trans-
mitters can be seen in Figure 4.10(b), which shows that multipath can significantly impact the BER. It seems that the signal from the fifth node is more ‘influential’ since the RSSI suddenly steps up after the fifth node is added and BER reduces as well. Note that all nodes used the same transmit power. The fifth node was the third node from either side of the walls, in different experiment trials, much closer to the walls than nodes 1 to 4. We can therefore infer the following:

**Inference 5**: There is a definite influence of the set of transmitters on CI that are participating in concurrent transmissions.

**Inference 6**: The phase of the resultant signal is influenced by multipath.

Inference 5 is easily observable in Figure 4.10(b), wherein adding the fifth node performed better than even with a single transmitter. When signals are bounced off, they take varied path lengths, which is one of reasons for Inference 6 (Inference 6 is also in line with the discussions in the previous section). We will illustrate it with another experiment.

Figure 4.11a shows the BER for different scenarios when the nodes are displaced by $\lambda/2$ (Scenario 6) and $\lambda/4$ (Scenario 7). Here it is apparent that the change in path length has increased the bit errors.
**Inference 7:** The phase of the resultant signal is influenced by the distance between concurrent transmitters.

The last study is about the transmit power difference among transmitters. For this study, we pick the data from the soccer field scenario with a payload of 127 B (worst BER case). We see the BER from various scenarios in Figure 4.11(b). It is clear that different transmit powers have a positive effect on CI, as described in Section 4.4.1. Across experiments, it was difficult to infer whether 3 dBm or 7 dBm difference in transmit power performed better. But in all cases, when the transmit powers were randomly chosen (Scenario 4), the obtained BER was the least. Clearly, a power imbalance is effective, but it is difficult to find a common threshold of the imbalance that improves the performance of CI.

**Inference 8:** Transmitting at higher power usually results in better packet reception. However, power imbalance among concurrent transmitters can also aid packet reception.

### 4.4.2. Clock Drifts on the Radio and Packet Size

It is well-known that the bit error rate increases with increasing packet size. In the case of a single transmitter, this observation is attributed to the error-prone wireless channel. However, with CI, there is another factor that causes the increase in bit error rates with increasing packet size even if the channel is coherent throughout the transmission.

Apart from the DCO on the microcontroller, there is another oscillator in the radio module. IEEE 802.15.4 specifies that the radio can tolerate up to ±40 ppm clock drifts [93] when receiving the carrier signal. That is, the total frequency offset between two concurrent transmitters can be up to 80 ppm. This causes the signals to be distorted (an example is shown in Figure 4.1(d)). While an automatic frequency control unit can be employed for compensating the frequency offset, this is not employed due to additional circuitry and cost in the radios. This offset is fine when receiving a single carrier signal since it can be recovered easily at the cost of decreased sensitivity level. However, with CI given that the signals have non-zero phase offsets, the frequency offsets start impeding the signal and the bits are decoded in error.

Figure 4.12 shows the BER for different packet sizes from the experiments in the soccer field. As expected, longer packet sizes are prone to error. To illustrate the clock errors on the radio, we plot the bit error rate per bit position in a payload of 127 B (1016 bits) in Figure 4.13. We see huge variations in errors for 3 nodes and the trend of errors seems to increase with subsequent bit positions. To capture this trend, we fit a line to the data which is shown in bottom plot of Figure 4.13. The slope is increasing in both the cases of two and three nodes but seems negligible for the two node case, while it is clear the errors are increasing with three nodes.

**Inference 9:** Bigger packet sizes are prone to more errors due to both the wireless channel and higher carrier frequency offset caused by low accuracy clocks in the radio.

**Inference 10:** The number of concurrent transmitters will influence the BER for bigger packet sizes due to erroneous clocks on the radio.
Figure 4.12: BER in the soccer field for different packet sizes.
4.5. Improving the Performance of CI

Many works such as the ones mentioned in Section 4.2.2 employ CI over multihop wireless sensor networks. For example, Low-power wireless bus [99] builds a collection and dissemination protocol over Glossy that is demonstrated to be highly energy-efficient as compared to other similar protocols. These works, including Glossy, transmit the packets more than once to ensure reliable packet delivery. Since CI can have a bad performance, it is important to improve the performance of CI that also increases the energy-efficiency of CI without impeding the benefits of CI.

As demonstrated in the previous section, minimum BER from CI can be obtained only when all the parameters are just right, which is almost impossible due to many associated practical difficulties. Furthermore, in a random deployment, which is typical of a WSN, each receiving node may see a different BER. Nevertheless, there are two methods to improve CI: (a) reducing non-deterministic delays on the nodes; (b) choosing the transmission powers for each node that maximize CI. There has been considerable work to improve the performance of CI by reducing non-deterministic delays [92, 94]. However, while synchronization is necessary, the performance is still limited by the deployment as we have seen in the previous sections. To this end, setting transmission powers for each node is more beneficial (see Inference 8).

The problem of choosing the set of transmission powers for all concurrent transmitters that maximize CI, while achieving energy efficiency, in the network has an exponential number of combinations. Energy efficiency is important since the nodes are battery-powered. Let each node have $\Gamma$ transmission power levels to choose from. With $K$ concurrent transmitters, in the worst case number of combinations that need to be evaluated are of the order $O(\Gamma^K)$. Furthermore, given that the wireless channel changes over time, a static set of transmission powers will not help in the lifetime of the network. A limitation of a real-life deployment with Glossy or other CI based protocols is that there are no ACK packets; nor can ACK packets be introduced since the transmissions are not unicast.

Under these conditions, we propose an algorithm Destructive Interference based Power Adaptation (DIPA) that adapts transmission power based on the performance
of CI. The performance is obtained through feedback. To this end, we utilize destructive interference (DI) to gather feedback from the neighboring nodes. We first describe how DI works, before describing the algorithm.

### 4.5.1. Destructive Interference of Symbols

Given that CI achieves tight synchronization at chip level, we can achieve DI at a symbol level. At the receiver, if many dissimilar symbols overlap then symbol recovered can be any symbol from the set of all symbols. However, if two dissimilar symbols overlap at the receiver, then the decoded symbol is probably going to be either of them. For example, if symbols 0x0 (or $S_0$) and 0x1 (or $S_1$) are transmitted, the receiver demodulates and uses a soft-decoding procedure to get the chip sequence. This sequence may not correspond to any of the symbols. A hard-decision procedure follows to map the decoded sequence to one of the symbols, wherein symbol with the highest correlation to the decoded sequence is used as the decoded symbol. In this case, the “distance” from 0x0 is lower than that of 0x1.

We simulate DI between all combinations of symbols taking two at a time in MATLAB and derive the decoded symbol as shown in Figure 4.14. When we look at the upper triangular matrix of this symmetric matrix, we observe that symbol $S_0$ is the most likely symbol to be decoded when it interferes with any other symbol (except in five cases). In general, the first eight symbols are more robust than the last eight symbols [103]. The last symbol, $S_{15}$ is the least likely symbol to be itself.

In order to exploit this as a feedback mechanism, we make use of the above observation: we select $S_{15}$ to represent ACK. When nodes have to send NACK, they send $S_0$. We take a conservative approach here, i.e., the symbol representing ACK is the symbol that is least likely to be itself when it overlaps with another symbol. In contrast, the
NACK is the most robust symbol, i.e., $S_0$. There can be multiple concurrent transmitters sending either of these two symbols. The feedback symbols experience the same phenomena as CI, therefore the decoded symbol depends on several parameters such as number of transmitters, clocks, multipath, transmission powers and capture effect. In order to be even more conservative, at the receiver, if the feedback is any symbol other than $S_{15}$, then it is considered to be NACK. Thus, DI allows us to capture the feedback of the channel and other errors well.

With the feedback mechanism in place, we first describe the algorithm for a single hop case, and then show how to integrate it into Glossy for more practical applications.

### 4.5.2. DIPA Algorithm

We designed the DIPA algorithm considering a random deployment of nodes, wherein each receiving next hop node can experience a different BER and packet reception with the same set of concurrent transmitters. The intuition behind the algorithm is simple: increase transmit power if packets are not being received successfully, and slowly decrease the power if the packet reception is stable. The idea is to make transmissions as reliable as possible while conserving energy.

One byte (i.e., we choose two symbols since we lose only four bits) is used as feedback and is appended to the data. Each concurrent transmitter takes this decision locally and independently, based on the feedback it receives from the neighboring nodes. Note that each concurrent transmitter might also see a different feedback due to the same effects as on CI and the probability of correct detection. A caveat to the working of this mechanism is that the CRC of the packet should be computed in software except for the feedback. At the receiver, the CRC should be checked except for the feedback. This software based CRC computation is allowed in most radios [43].

To explain the algorithm, we consider a one-hop setup similar to Figure 4.2. The algorithm is equally applicable when the concurrent transmitters are randomly placed, and when there is more than one receiver. Here, the source sends a packet, which is forwarded by the concurrent transmitters to the receivers. The receivers validate the packet reception by checking its CRC. ACK is sent if the packet is received correctly, otherwise a NACK is sent. If no packet is received, i.e., even with an invalid CRC due to noise or insufficient transmit power, then a timeout occurs on the concurrent transmitters. In this case, a NACK is sent in the subsequent packet that is to be forwarded. The algorithm for adapting the power based on feedback on a concurrent transmitter is given in Algorithm 10. The function OnReceiveTimeout is called when ACK packet is not received, which can occur when: (a) the packet sent not received by any receiver; (b) the packet sent was received but could not pass the CRC check or (c) the receiver’s transmission power is too low to be received correctly. The function OnReceive is called when a packet is received. This implies that at least one receiver was able to decode the sent packet correctly. A negative feedback implies that earlier sent packets were not being received correctly, therefore, transmit power is increased for the subsequent packets. Nodes decrease their transmit power only when they observe $G_{TH}$ consecutive successful reception. If transmission fails or time out occurs, the transmit power is increased. When the maximum transmit power fails to get ACKs, then the nodes resort to a random power level, hoping for the best.

In a multihop case where Glossy is used, every node receiving a packet will re-
Algorithm 10 DIPA algorithm on a concurrent transmitter

1: // Let $p_s$ be the next packet to be sent, and $p_r$ be the packet that is received
2: Initialize $nSuccess \leftarrow 0$

3: function $\text{ONReceiveTimeout}$
4:   $nSuccess \leftarrow 0$
5:   if $\text{GetTxPower}() == \text{MAX\_TX\_POWER}$ then
6:     ChooseRandomTxPower()
7:   else
8:     IncreaseTxPower()
9:   end if
10: $p_s$.SetFeedback(NACK)
11: end function

12: function $\text{ONReceive}$(Packet $p_r$)
13:   if $p_r$.IsCRCValid() == FALSE then // Incorrect Tx power from the receiver
14:     $p_s$.SetFeedback(NACK)
15:   else
16:     $nSuccess \leftarrow nSuccess + 1$
17:     $p_s$.SetFeedback(ACK)
18:     if $p_r$.GetFeedback() == NACK then // Previous packets were not being received
19:       if $\text{GetTxPower}() == \text{MAX\_TX\_POWER}$ then
20:         ChooseRandomTxPower()
21:       else
22:         IncreaseTxPower()
23:       end if
24:     else // Everything is just fine
25:       if $nSuccess \geq GTH$ then
26:         DecreaseTxPower()
27:         $nSuccess \leftarrow 0$
28:       end if
29:     end if
30:   end if
31: end function
broadcast it a predefined number of times. To use DIPA here, we simply include the feedback into the Glossy payload. The only change is in the notion of ACK in Algorithm 10, i.e., the concurrent transmitters wait for actual data packets instead of ACK packets from the neighboring nodes.

The worst case running time of DIPA is $O(1)$ as can be seen in Algorithm 10. While DIPA should not cause any timing issues, however in case there arises such an issue, then the feedback can be collected for every packet but power adaptation can be executed after every few packets to suit the needs of the protocol.

4.5.3. Evaluation

We used an implementation of Low-power Wireless Bus [104] in Contiki, which bases its working on Glossy, for our evaluation purposes. Although original Glossy transmits each packet at least twice to guarantee a high PRR, we modify this aspect of Glossy to make only one transmission of each packet since we are interested to evaluate the performance of CI. We also incorporated DIPA into this Glossy (henceforth we call this variant as DIPA) for evaluation purposes. We set $G_{TH}$ to 5, and use {-5 dBm, -3 dBm, -1 dBm, 0 dBm} as the set of transmission powers on the nodes. We compare the performance of CI in Glossy and DIPA with respect to BER, packets loss ratio and the transmission powers used, for different packet sizes. Packet loss is said to occur when a transmitted packet fails to reach the receiver or when the CRC check on the received packet is reported as failure.

We evaluate our algorithm in two real-life testbeds w-ilab.t [105] and Indriya [83]. We used 45 nodes on the third floor of the w-ilab.t office testbed, and 37 nodes on the first floor of the Indriya testbed. Both the testbeds contain sensor nodes with CC2420 radio. The nodes are randomly deployed in both testbeds, and have a mixture of both line-of-sight and non line-of-sight links. We choose the testbeds since such a scenario is more common in real-life deployments. In order to make a fair comparison, we restricted the transmission power set so that the number of hops does not differ when the least and/or the highest transmit powers is chosen in both the testbeds.

We first present results from w.iLab.t testbed. In this testbed, we compare DIPA with Glossy transmitting at two different powers. All values are averaged over the data from all the nodes and experiments, and are normalized with respect to Glossy with high transmission powers (Glossy (HP)). Glossy (LP) represents the case where all the nodes employ lower transmission power. We consolidate our results in Table 4.1 and Figure 4.15.

Glossy trades off energy for better BER and packet reception, which is evident from Figure 4.15 when compared between Glossy (LP) and Glossy (HP). DIPA adapts power based on the feedback in order to achieve lower packet losses than Glossy. This can be seen from the table and the figures that our method performs as good as Glossy with respect to BER, reduces packet losses and consumes lower power than Glossy for a better performance. Compared to Glossy with 16B packets, DIPA achieves better BER with 25% lower packet loss and around 48% savings in transmission powers. Similarly, for 32B packets, DIPA achieves a better BER with 10.5% lower packet losses and 42% of power savings. While BER increased negligibly with 64B packets, we used 40% lower power to achieve 12% lower packet losses.

Based on the above results, we set Glossy (HP) as the benchmark and only compare DIPA against it in the Indriya testbed. We see in Figure 4.16(a) that DIPA results
Table 4.1: Transmit Powers in w.iLab.t testbed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tx Power Consumed (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glossy (HP)</td>
<td>100</td>
</tr>
<tr>
<td>Glossy (LP)</td>
<td>40</td>
</tr>
<tr>
<td>DIPA (16B)</td>
<td>52</td>
</tr>
<tr>
<td>DIPA (32B)</td>
<td>58</td>
</tr>
<tr>
<td>DIPA (64B)</td>
<td>60</td>
</tr>
</tbody>
</table>

Figure 4.15: Comparison between Glossy and Glossy with DIPA in w.iLab.t testbed.

Table 4.2: Transmit Powers in Indriya testbed.

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>Tx Power Consumed (in %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Glossy (HP)</td>
<td>100</td>
</tr>
<tr>
<td>DIPA (16B)</td>
<td>36</td>
</tr>
<tr>
<td>DIPA (32B)</td>
<td>38</td>
</tr>
<tr>
<td>DIPA (64B)</td>
<td>40</td>
</tr>
<tr>
<td>DIPA (128B)</td>
<td>47</td>
</tr>
</tbody>
</table>

Figure 4.16: Comparison between Glossy and Glossy with DIPA in Indriya testbed.
in higher BER than Glossy (HP). However, the higher BER does not result in higher packet losses. In fact, the packet losses with DIPA are much lower than Glossy (HP) for all packet sizes as can be seen in Figure 4.16(b). This is because packets experienced bursty errors with DIPA. When concurrent transmitters send with different transmission powers that result in a decodable packet, the packet has no or minimum errors due to the influence of one or more high power signals. However, when the packet is undecodable, the packet contains bit errors. DIPA tries to maximize successful packet reception. This leads to the bursty errors.

Compared to DIPA, Glossy achieves better BER between 5-12% over different packet sizes. However, DIPA outperforms Glossy with only 53%, 54%, 42% and 25% lower packet loss for 16 B, 32 B, 64 B and 128 B packets. The savings in transmission powers can be computed from Table 4.2.

4.6. CONCLUSIONS

Constructive Interference (CI), due to its simplicity, has redefined services and applications, and opened up new avenues in wireless sensor networks. Various studies, hitherto, on CI portrayed an inconsistent view of its working, limitations and benefits. In this chapter, we extensively studied CI from the point of view of receivers both analytically and experimentally. Specifically, we derived the expressions for resultant signal and listed the parameters that affect CI. We established how these parameters influence performance of CI and validated our arguments with results from exhaustive experiments considering minute details, such as half wavelength distance differences among the transmitters, power, etc. Finally, we drew inferences on the working of CI in real-life settings capturing various situations. We believe that our work is one of the first to provide a holistic view of CI and its effects in various scenarios. While the experiments were conducted in a line-of-sight scenario, they are applicable to other settings as well.

Further, we proposed DIPA, a distributed algorithm that is energy-efficient. It improves packet reception by adapting transmission powers, and enhances reception due to power capture. This algorithm leverages destructive interference to gain feedback about packet reception with CI. We evaluated our algorithm on two real-life testbeds against Glossy, and showed significant energy savings and better packet reception in these evaluations.

The major learning from this chapter are listed below.

1. Despite CI being useful due to its simplicity and low-latency guarantees, it is quite unreliable.

2. Low-cost components hitherto not known to have caused any problems in communication affect CI, sometimes severely.

3. Only two parameters under an application’s control that affects CI are clock and transmission power.

One fundamental question remains: when a packet is received when transmitted by concurrent transmitters, is it due to CI or capture effect as claimed by Ferrari et al. in [106]? We dig more into this aspect in the next chapter.
5

UNDERSTANDING CONCURRENT TRANSMISSIONS IN IEEE 802.15.4 RADIOS

5.1. INTRODUCTION
Concurrent transmissions have been successfully used in wireless sensor networks (WSNs) to design energy-efficient networking protocols. The Flash flooding [89] and Chaos [107] protocols make use of packet capture to disseminate data to all nodes in the network. Glossy [90] and Splash [98] utilize the constructive interference (CI) phenomenon to flood data, and low-power wireless bus [99] uses CI for data collection.

CI occurs when multiple nodes transmit the same signal simultaneously and superposing at the receiver, which helps the receiver to decode the resulting signal successfully with high probability. Packet capture occurs when one of the several simultaneously transmitted signals is cleanly decoded by the receiver. In the previous chapter, we investigated the working of constructive interference (CI) and the various factors that affect its performance. While CI is a recent entrant into concurrent transmissions for wireless networking, packet capture, or simply capture effect (CE), is the more well-known concurrent transmission phenomenon. Due to significant similarities between the phenomena, CI has often drawn speculation if the underlying physical phenomenon is just CE. That is, the receiver decodes the strongest of the transmitted signals with the other signals not interfering destructively [92, 108, 109].

We explain this speculation with an example shown in Figure 5.1. Figure 5.1(a) shows the case when the signals are misaligned but are transmitted with different transmission powers. This is a classical example for power capture, wherein the 'blue' signal is most likely to be decoded since it has the highest transmit power. The receiver is said to lock onto a signal with the most power and ignore the rest. Figure 5.1(b) shows the case when the signals are completely synchronized. If CI occurs, the decoded signal must be a sum of the amplitudes. On the other hand, if CE is the phenomenon behind successful reception of the signal, then the receiver is said to lock onto the phase of one of the signals and ignore the other signals.

Efforts such as [95] have attempted to answer this question with experiments. The
authors conclude CI is too difficult to achieve on commodity hardware. The reason mentioned for this conclusion is that the signals from concurrent transmitters can completely superpose with a probability as low as 0.066. Since one of the signals arrives earlier than the rest, the authors conclude it must be capture. However, observations by researchers employing both CI and CE is that CI seems to be ‘too good’ to be just capture effect [90, 99, 107].

The speculation is not just of academic interest but also has a practical implication. While CI has quite stringent conditions on concurrent transmissions, CE, on the other hand, is quite relaxed: firstly, each concurrent transmitter can send a different packet and secondly, the temporal difference can be upto preamble time (128 µs) of the first packet. If CI is no different from CE then the strict constraints can simply be dropped. Therefore, it is necessary to understand the actual working of concurrent transmissions.

In this chapter, we try to gain deeper understanding on the CI and CE phenomena through experimentation in almost ideal conditions. Our contributions in this chapter:

1. We conduct an exhaustive set of experiments on CI in near ideal conditions in order to study why and how it works. We conclude that CI is not CE with non-destructive interference.

2. We explain what exactly locking to one of the many transmitted signals means in packet capture. The current understanding of CE is that the receive locks on to the phase of one signal, while the others are ignored. We conclude that this only a part of the explanation; we add the missing part – the power of the locked signal is strong enough so that its phase is not influenced by the interfering signals.

An overview of CI and CE are provided in Section 5.2. The relevant literature that has analyzed these phenomena are described in Section 5.3 along with the speculations made on the two phenomena. The experimental setup is described in Sec-
tion 5.4, followed by the experiments and observations in Section 5.5. The discussions in Section 5.6 presents a clearer picture of the CI and CE phenomena. We conclude the chapter with final remarks in Section 5.7.

5.2. AN OVERVIEW OF CONCURRENT TRANSMISSIONS TECHNIQUES

In IEEE 802.15.4 radios operating in the 2.4 GHz band with the Direct Sequence Spread Spectrum (DSSS) physical layer, constructive interference (CI) and capture (CE) are the two techniques that can provide successful packet reception despite two or more concurrent transmissions. We provide an overview of them in this section.

5.2.1. CI

A common notion is when two or more nodes transmit at the same time, the interfering signals from different sources causing a significant number of bit errors, and recovering either of the signals correctly becomes impossible for the receiver. However, if multiple nodes transmit the same signal simultaneously, the resulting signal superimposes and allowing the receiver to decode the signal. This is termed as the constructive interference (CI) phenomenon. If $S(t)$ is the transmitted signal by each of the $K$ concurrent transmitters, then the resultant signal at the receiver is given by $S_r(t) = \sum_{i}^{K} A_i S_i(t - \tau_i) + N_i(t)$. Here, $A_i$ is the amplitude and $\tau_i$ is the temporal offset of the $i^{th}$ transmitted signal. $N_i(t)$ is the noise added to the signal by the wireless channel.

The necessary and sufficiency conditions to achieve CI are that the temporal difference between concurrent transmissions is one symbol period ($0.5 \mu s$) and the phase offset at the arriving signals at the receiver must be less than $\pi/4$ compared to the transmitted signals, respectively. The factors affecting CI have been discussed in detail in Chapter 4.

5.2.2. CE

Another synchronous transmission technique is packet capture: it is the ability of a radio on the receiver to successfully decode one of the signals even in the presence of several ongoing transmissions. The differences between CI and CE are that the concurrent transmissions need not be the same signal, and the temporal offset between the transmissions need not be strictly within one symbol time. The maximum tolerable temporal difference between the concurrent transmissions for CE to occur is the preamble time ($\leq 128 \mu s$). These make CE easier to implement.

Two types of CE can occur in the IEEE 802.15.4 radios [110], which are described below.

1. **Power capture**: In power capture, the radio on the receiver successfully decodes the the strongest signal among several ongoing transmissions. In other words, if the power of one of the signals exceed the sum of interference from the remaining signals by a certain threshold, the receiver still be able to receive or capture the strongest transmission successfully. Simply put, if $S_s(t)$ is the
strongest signal at instant $t$, then it will be decoded due to capture if

$$\frac{S_5(t)}{\sum_i S_i(t)} > \delta_{SIR},$$

where $\delta_{SIR}$ is the threshold signal-to-interference ratio for capture to occur. This equation is simplified and does not consider noise or interference that is correlated (such as colliding packets).

2. Delay capture: In delay capture, there is a time delay between the overlapping transmissions. The receiver successfully decodes the strongest signal even if the receiver has 'locked' onto the weak signal that arrived first.

Every IEEE 802.15.4 frame begins with a preamble. This helps the receivers to detect the beginning of a frame and synchronize the code. A start of frame delimiter (SFD) follows the preamble in the transmitted frame. This indicates that the bytes following SFD contain the payload.

A common understanding of how packet capture works is as follows [111]. The receiver continuously tries to find the preamble. Once found, the local oscillator locks on to the phase of this signal. All other signals arriving at other phases are supposedly ignored. Therefore, only one of the several ongoing transmissions get decoded.

In this chapter, we focus more on the power capture phenomenon than the delay capture as the former is closer to the CI phenomenon.

5.3. RELATED WORK

In this section, we shall describe the existing literature on CI and CE, and also the works that have looked at both together. Furthermore, we shall describe the need to distinguish between these two phenomena.

5.3.1. WORK ON CI

Ferrari et al. presented the necessary condition for the constructive interference phenomenon to occur (i.e., the temporal offset should be less than one symbol period), and demonstrated it successfully on Tmote Sky nodes [90]. Wang et al. [94] questioned the scalability of CI as demonstrated by Ferrari et al. due to the presence of non-deterministic delays that are caused by clock drifts. They analyzed its effect on carrier phase offset from the transmitter's perspective, and derived the sufficiency condition for CI to occur. The sufficiency condition allows the concurrent transmitters to have a maximum carrier phase offset of $\pi/2$. Furthermore, they presented an algorithm to fix the clock drifts. This was improved in their subsequent work [92], where they try to achieve chip-level synchronization. Noda et al. present another piece of work that questions scalability of CI by experimentation with software-defined radios [91]. On the other hand, König et al. [112] show that they obtained an increase in signal strength of at least 2 dB in 60% of the cases with 2 concurrent transmitters sending the same packet. Furthermore, the packet reception ratio also increased by 20-35%. They present a mechanism to maintain clock synchronization in order to reap the benefits of CI.

In the previous chapter, we presented that the receiver's viewpoint matters the most. Therefore, we derived the sufficiency condition of carrier phase offset with respect to the receiver. We further analyzed the factors that influence the performance
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of CI with rigorous experimentation. Furthermore, we presented an algorithm to increase the chances of successful decoding of the concurrent transmissions despite the factors that may be detrimental to CI.

There are also other pieces of work on the CI phenomenon, some of which overlap with the packet capture concepts. These will be presented in Section 5.3.3.

5.3.2. WORK ON CE

The phenomenon of packet capture has been known and utilized for some decades (e.g., [89]). One of the first studies about the capture effect was by Leentvaar et al. [113] with FM receivers in 1976. Since then several works have investigated the phenomenon, particularly with IEEE 802.11b and IEEE 802.15.4 radios. Here, we shall describe the works that have studied capture effect on IEEE 802.15.4 since they are more relevant for our work.

Son et al. studied capture effect through a series of experimentation. They found that occurrence of the capture effect can be guaranteed if the power difference between concurrent transmissions is large enough, which is around 6 dB. Anything below that falls into a gray zone wherein some packets may get decoded successfully, chances of which reduces as the power difference reduces.

Wilhelm et al. [110] provided a detailed study on CE analyzing various parameters that effects it. The parameters they considered were power difference (or power ratio as they call it), timing, packet contents and carrier phase offsets. They provided a model to generalize the conditions under which CE can occur and verified the model with rigorous simulations and experimentation. With the model, they presented zones when capture can occur (time offset or power offset) for different payloads as well as same payload contents (similar to CI). They found that with the same payload contents, the capture zone is much bigger and successful decoding begins at a lower power ratio as well. However, they are skeptical to identify if the decoding was due to CI or CE.

5.3.3. SPECULATIONS ON CI AND CE

There have been two major claims on the working of Constructive Interference (CI) and Capture Effect (CE). We present them here.

Claim 1: CI is almost non-existent, and the reception is due to packet capture.

Yuan et al. [95] established with experiments that precise synchronization of signals from concurrent transmissions can happen with a probability of 6.6%. Therefore, they conclude that most CI happens only due to CE, i.e., the strongest signal gets locked onto the receivers and others interfere non-destructively.

Another question that some works present is, “is non-destructive interference (NDI) constructive?”. While the benefits of CI are observed by the authors [92, 109, 108], they are skeptical to claim that CI occurs when the concurrent transmitters transmit their packets within 0.5µs temporal offset due to the presence of clock drifts, propagation delays and radio processing delays on the nodes. This question suggests that packet capture may be the underlying phenomenon for CI.
Claim 2: In packet capture, a receiver locks onto one of the several synchronous transmissions [110, 111]. We found that this is the common understanding of the working of packet capture. It is considered that a receiver locks onto a transmission and ignores the other on-going transmissions of lower power. However, when a higher power signal than the current one arrives (within a specified duration), the lock is released and the receiver locks onto the stronger signal. While the observation is correct, the underlying phenomenon needs more explanation. We provide this later in the chapter.

5.4. Experimental Setup
The experiment setup is shown in Figure 5.2. We used the CC2530 system-on-chip solution from Texas Instruments [43], which supports IEEE 802.15.4 radio. CC2530 is controlled by an industry-standard 8051 microcontroller unit in the chip. The chip has a low-power consumption (consumes 24 mA in active-mode receive operation with CPU idle) along with high receiver sensitivity (-97 dBm) and allows to choose transmit powers from -28 dBm to +4.5 dBm in 17 predefined steps. The radio also allows us to choose payload sizes from 1 B to 127 B.

In our experiments, we used power levels in the range of -4 dBm to -16 dBm, which results in a signal through the combiner well above receiver sensitivity of -97 dBm. We also used a software-defined radio, USRP N210 from Ettus Research, in order to visualize the signal properties such as amplitude and power spectral density. A Software defined radio transceiver on USRP which inter-operates with IEEE 802.15.4 radios was implemented as described in [102]. We repeated all our experiments to collect at least 2500 or more packets in each experiment for the analysis.

Some of our nodes supported USB power and the other nodes required batteries for the experiments. For the battery powered nodes, we ensured that the batteries do not cause any problems by regularly checking the voltage levels before and after
the experiments in order to confirm the validity of the measurements. Furthermore, before each experiment, we ascertained that we used a channel in which there was no external interference from nearby WiFi or Bluetooth devices. No microwave appliances were nearby as well.

To achieve tightly controlled conditions, we used a power combiner from Mini Circuits \[114\] that supports frequencies of 2 to 6 GHz. The power combiner is a passive device that adds each signal *singularly* from connected ports of the device. The vector sum of the signals will appear as a single output with an insertion loss of 6 dB. The RF cables will shield any external interference and RF propagation effects. The power combiner provides the channel model with all senders sharing a single collision channel, and outputs a scaled superposition of all signals.

For the experiments in this setup, we found that when the initiator (shown in the figure) blasts a high-power beacon, it is captured by the concurrent transmitters because of the high transmission power. This helped us to simplify the setup and work with the nodes without any change. The transmissions from the concurrent transmitters would go through the RF cables as shown in Figure 5.2.

5.5. EXPERIMENTS AND OBSERVATIONS

Four sets of experiments are designed to analyze CI and CE:

1. The first set of experiments studies power capture when the transmissions are completely synchronized.
2. The second set of experiments studies the CI phenomenon.
3. The third set of experiments studies the packet capture in the presence of time offsets.
4. The final set of experiments studies how symbols are decoded in the radio.

In all these experiments, the nodes are synchronized to have temporal offset less than 0.5 µs unless otherwise mentioned. We describe the experiments followed by key observations from them. We mainly look at two metrics: packet reception ratio (PRR) and symbol error rate (SER).

**Experiments on power capture:** The first four experiments are designed to study the effect of power capture.

**Exp. 1.** In this experiment, we considered two concurrent transmitters nodes (say node A and node B) transmitting at the same power level (-10 dBm). The nodes send different data (no symbols in common) and are completely synchronized to cause ‘perfect’ collisions.

**Exp. 2.** This experiment is similar to the previous one, except that node B transmits at -8 dBm, i.e., 2 dBm higher than node A.

**Exp. 3.** This experiment is similar to the previous one but now the power difference between nodes A and B is set to 4 dBm.

**Exp. 4.** A modification is done to Exp. 3., wherein a third node (node C) is introduced with different data (again no symbols in common with the other transmitters).
Nodes B and C have the same power levels (-10 dBm) while node A is set to -6 dBm. This modification allows us to see if power capture always occurs.

**Observations.** Table 5.1 shows the percentage of bytes correctly received at the receiver sent from the nodes despite collisions. Figure 5.4(a) shows the symbol error rate (SER) for these experiments. Symbol error rate (SER) corresponds to the ratio of the number of decoded symbols that were not corresponding to any of the transmitted symbols to the total number of symbols transmitted by all the nodes.

As expected, Exp. 1 has the most losses as well as high SER since the transmissions powers were the same but with different data (perfect collisions). Figure 5.3 shows the resultant signal as captured by the USRP. An interesting aspect about the result of this experiment is that some of the symbols were recognized to be one of the transmitted symbols by either of the nodes. This could be attributed to pure chance that when the signals added up resulted in one of the transmitted symbols or that radio clock drifts helped in this cause (see Chapter 4).

Exp. 2 and 3 show that power capture occurs with higher power difference aiding the decodability of the higher power signal. Therefore, the SER also decreases as the power difference increases. In Exp. 4, although there was more ‘noise’ created by nodes B and C, we see that the transmission power of node A was high enough leading to power capture. Figure 5.5 shows the PRR for power capture (nodes transmitting
Figure 5.4: Symbol error rates (SER) obtained from different experiments.
different data) for varying transmission powers based on the experiments by König et al. [112]. At a power difference of 4 dBm, they achieve PRR of around 95%. However, getting one signal to completely dominate the other can be done only when the power difference is very large. Based on these results, we arrive at the following inference.

**Inference 1:** Power capture occurs when one of the signals is much stronger than the other concurrently transmitted signals.

**Experiments on Constructive Interference:** The next set of experiments replicate the CI phenomenon as described by Ferrari et al. [90].

**Exp. 5.** In this experiment, nodes A and B send the same payload with equal power levels of -10 dBm. This experiment allows to see if CI occurs with two nodes.

**Exp. 6.** Here, node C is added to the setup with the same power level and the same payload. This experiment allows to see if CI occurs with three nodes and if there is any boost in received power due to the newly added node.

**Observations.** In both the experiments, all data was successfully received with al-
Figure 5.7: Power Spectral Density (PSD) for Exp. 5 and 6 as captured by the USRP. When a new concurrent transmitter is added in Exp. 6, we see approximately a 3 dBm improvement due to CI.

Figure 5.8: A successfully decoded packet under CI.
most no packet losses. This is shown in Figure 5.6, which present the packet reception ratio (PRR) for both the experiments. Since these are almost ideal conditions, the addition of one or more concurrent transmitter will boost the resultant power by 3 dBm. This is shown in the power spectral density obtained from the USRP in Figure 5.7. A time domain snapshot of the successful packet reception via USRP is shown in Figure 5.8. It can be seen that the amplitude of the decoded signal is significantly higher than the collided packet (Figure 5.3). Based on these results, and the results from the previous chapter and König et al.’s experiments (see Figure 5.5), we infer that CI works in practice.

Experiments on packet capture with delay: The next set of experiments are designed to study the effect of time offset between signals for delay capture. Instead of doing a tightly time-spaced experiments as in [110, 111], we chose two extreme cases.

**Exp. 7.** In this experiment, node A and B send the same payload at -10 dBm but are misaligned. The signals are separated by a few hundred nanoseconds with a phase offset close to $\pi$. This experiment allows to see if the receiver locks onto one of the signals to decode.

**Exp. 8.** In this experiment, node A and B send different payloads at -10 dBm but are time offset by a few $\mu$s (around 5 $\mu$s). Node A’s transmissions were delayed. This experiment allows to see if packet capture occurs, and which one is preferred as both nodes transmit with the same power.

**Observations.** Exp. 7 resulted in severe packet losses (shown in Figure 5.9). In fact even incorrect symbols were not being decoded. This implies that the preamble itself was corrupted/not decoded. However, when different signals are separated by relatively large delays within the preamble time, packets are successfully received in Exp. 8. Of the decoded packets in Exp. 8, 18% of the packets were from node A and 72% from node B. The corresponding SERs for these experiments are shown in Figure 5.4(b).

From Exp. 8, we know that if two signals are transmitted with equal power but transmitted with a temporal offset, then the first arriving signal is most likely to be decoded. This may be said to occur due to ‘locking’ to the first signal. However, from Exp. 7, we see that the first arriving signal was not ‘locked’ onto by the receiver and not decoded. If CI were to be based on capture, then the first signal must have been
5.5. Experiments and Observations

Experiments and Observations

<table>
<thead>
<tr>
<th>Experiments</th>
<th>Marker</th>
<th>0xFF</th>
<th>0x33</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exp. 9</td>
<td>53.00</td>
<td>7.87</td>
<td>12.14</td>
</tr>
<tr>
<td>Exp. 10</td>
<td>47.2</td>
<td>0.69</td>
<td>0.07</td>
</tr>
<tr>
<td>Exp. 11</td>
<td>40.52</td>
<td>9.39</td>
<td>9.41</td>
</tr>
</tbody>
</table>

Table 5.2: Percentage of marker (0x77), 0xFF and 0x33 bytes decoded from Exp. 9-11.

decoded. We draw the following inference based on this:

**Inference 2:** CI is not due to packet capture.

**Experiments on symbol decoding:** The final set of experiments are designed to understand how symbols get decoded in the IEEE 802.15.4 radio receivers.

**Exp. 9.** We set node A to send a payload of 121 B in which the odd-indexed bytes are 0x77 and the even-indexed bytes are 0xFF. Similarly, node B has a payload of 0x77 and 0x33 filled in odd- and even-indexed bytes respectively. 0x77 acts as the ‘marker’ byte. Nodes A and B transmit at -10 dBm. This experiment should confirm if the signals are synchronized then the marker should be decoded almost always.

**Exp. 10.** This experiment is similar to the previous one, except that node A is made to transmit at slightly higher power level i.e., -8 dBm. Node C is added which transmits the same payload as node B but at -16 dBm. This experiment gives node A approximately 1 dBm power advantage over the other two senders. While this is not significant, there is a non-negligible chance of power capture to occur (see Figure 5.5).

**Exp. 11.** This experiment is similar to Exp. 9, except that node C is added to transmit at -16 dBm. Node C boosts the power of the signal of node A and node B alternatively. That is, the even-indexed bytes of the payload alternates between 0xFF and 0x33. This experiment allows us to get an insight on the influence of power over decoding individual symbols.

**Observations.** This set of experiments indicate what exactly happens in the case of power capture when there are high interference spikes. Furthermore, these experiments demonstrate the tight synchronization achieved if we are able to decode the marker bytes.

Table 5.2 shows the percentage of bytes decoded successfully in these experiments. Indeed many marker bytes were decoded (transmitted markers were 50%). Due to the same power levels in Exp. 9, there is no chance of decoding the complete packets successfully.

In Exp. 10, although power levels on the node A’s payload is higher, they were not decoded. Most of the decoded bytes were just markers. In Exp. 11, the markers and the bytes that had more power were received more often successfully. Figure 5.10 shows the PRR and Figure 5.4(c) shows the corresponding SER for these experiments. The PRR is quite low as expected for all three experiments.

**Inference 3:** In case of concurrent transmissions and overlapping symbols, the symbols that have higher power get decoded successfully.

---

1The data to be filled were chosen randomly.
5.6. DISCUSSIONS

5.6.1. ON CONSTRUCTIVE INTERFERENCE

Based on the observations and inferences from our experiments, we shall try to address the claims mentioned in Section 5.3.3. Claim 1 can be split into questions: (a) is CE the underlying phenomenon for CI to occur?, and (b) given the delays and low-accuracy clocks, how can CI occur? Is it just NDI?

The first question is answered by Inference 2 (based on Exp. 7 and 8) that CI is not due to packet capture. While more experimentation is required here, we substantiate this conclusion with theory. Based on our understanding of CI as presented in the previous chapter, let $S_r(t) = \sum_{i=1}^{K} A_i \cos(\omega f t + \phi_i)$, where $S_r(t)$ is the signal received due to $K$ concurrent transmissions, and $\phi_i$ is the phase of the $i^{th}$ signal. From the Harmonic Addition theorem, the summation is given by,

$$S_r(t) = \sum_{i=1}^{K} A_i \cos(\omega f t + \phi_i) = B \cos(\omega f t + \hat{\phi}),$$

(5.1)

where,

$$B^2 = \sum_{i=1}^{K} A_i^2 + 2 \sum_{i=1}^{K} \sum_{j=i}^{K} A_i A_j \cos(\phi_i - \phi_j),$$

(5.2)

and $\hat{\phi} = \arctan \frac{\sum_{i=1}^{K} A_i \sin \phi_i}{\sum_{i=1}^{K} A_i \cos \phi_i}$.

(5.3)

Here $B$ is the amplitude of the resultant signal and $\hat{\phi}$ is the phase of the resultant signal.

From the premise of these equations, we know that the signals add up at the receiver. This implies that it is not just one concurrent transmission that the receiver latches onto, but the receiver receives the sum of all the transmissions.

This leads us to the second question. Several solutions have been proposed to tackle the presence of clock drifts, propagation delays and radio processing delays [92, 112, 94]. These increase the chances of temporal offset being less than 0.5\( \mu s \).

Another important reasons for the working of CI despite has been attributed to the robustness of Direct Sequence Spread Spectrum (DSSS) modulation to errors in
the IEEE 802.15.4 radios [90]. In this modulation, every 4 bits is spread with a 32-bit pseudo-random noise (PN) (or chip) sequence. The spread signal is then modulated onto the carrier. The PN sequences add redundancy as each 4 bits of the actual data are mapped to 32-bit chip sequences. Each PN sequence is constructed by a procedure to minimize its similarity to the other 15 sequences. This is done using cyclic shifts and conjugation of chips. At the receiver, the carrier is demodulated to a baseband signal with chips, which is de-spread to obtain symbols. Radios make soft decision for each chip, i.e., the received PN sequence may contain non-binary values between 0 and 1. Then this sequence is matched to one of the 16 PN sequences that has the highest correlation using hard decision. In essence, the coding gain of DSSS helps recover from small timing errors and errors caused by the channel.

The philosophical question of whether CI is non-destructive interference (NDI) remains to be answered. It is important to understand the difference between NDI and CI: non-destructive interference is the one where the interfering signals do not hamper the decodability of the signal if not aid it. On the other hand, CI requires that all the interfering signals aid the decodability. In ideal conditions, as in our experiments 5 and 6, we do observe that the signals interfere constructively and boost the power on the received signal. However, given the observations made in Chapter 4 in a real-world scenario, it is difficult to claim whether all the signals interfered constructively, non-destructively or some interfered constructively and some destructively but the communication was successful.

5.6.2. On Packet Capture

Given that the signals add up at the receiver, how do we explain the capture effect where in a receiver locks onto one of the several synchronous transmissions (claim 2)?

While the observation is correct in CE that one of the transmissions is decoded successfully among several concurrent transmissions, we hypothesize that the premise of receiver locking the phase of the successfully decoded transmission is flawed.

A simplified IEEE 802.15.4 receiver block diagram is shown in Figure 5.11. Such receivers are commonly used in commercial products such as TI CC2420 [74]. In this receiver, the received RF signal is amplified by the low noise amplifier (LNA) and down-converted in quadrature (I and Q) to the intermediate frequency (IF). At IF, the complex I/Q signal is filtered and amplified, and then digitized by the analog to digital

---

**Figure 5.11: A simplified IEEE 802.15.4 receiver block diagram [74].**
converters (ADC). Automatic gain control (not shown in the figure), channel filtering, de-spreading and demodulation, symbol correlation, and byte synchronization are performed digitally. A phase-lock loop (PLL, not shown in the figure) is also used before the digital demodulator.

A common assumption in explaining CE is that the PLL latches onto the strongest signals among several on-going transmissions. However, the signals add up at the receiver’s antenna and the PLL gets one carrier signal. The PLL then tries to recover the carrier frequency, and the signal is then passed onto the demodulator.

Based on the observations of Exp. 11 and the Equations 5.1-5.3, we can conclude that a signal that is strong enough to influence the amplitude and the phase of the resultant signal effectively wins the channel. Therefore, there is a non-negligible chance that CE happens when a signal has just 1 dBm more power than the other signals. Also, depending on the phases, there is a non-negligible chance that the resultant is not decodable even though the stronger signal is 4 dB more powerful than the others (see Figure 5.5).

A couple of follow-up questions arise: what happens when a stronger signal arrives after the receiver has ‘locked’ onto (a) within preamble time, and (b) after preamble time? The arguments presented above can be extended to answer these questions. In case (a), if the stronger signal can influence the resultant signal favorably such that the receiver sees the beginning of the preamble, then the stronger signal gets decoded. If the stronger signal does not influence much, such that the errors introduced by the stronger signal on the weaker signal can be recovered due to DSSS, then the weaker signal gets decoded. If stronger signal corrupts the resultant, then this results in a collision.

Case (b) will result in a collision if the stronger signal can influence favorably or corrupts the resultant. Otherwise, the weaker signal gets decoded.

5.7. CONCLUSIONS
Concurrent transmissions is gaining huge interest in multi-hop wireless sensor networks due to their high network throughput, low latency and energy-efficiency. Capture effect (CE) and constructive interference (CI) are the two phenomena that enable successful transmissions when two or more nodes transmit simultaneously. While CI has been shown to be very effective, it has also drawn speculations if it really is CE happening in the background.

We answer this question with rigorous experimentation in real-world settings and ideal wireless conditions. We conclude that CI is not CE albeit closely related. With the experiments, we have shown every symbol is decoded independently. Through these experiments we have extended the understanding of capture effect.

While these experiments are quite helpful, they are an indirect way to infer about the phenomena. We are on the search to find a method that can conclusively differentiate CE, CI and non-destructive interference.
Towards Low-Latency and High-Reliability Routing in Energy-Harvesting WSNs

6.1. Introduction

Many Internet of Things (IoT) applications require low latency and high reliability to enable closed-loop control [115]. For example, monitoring and controlling appliances of a smart-home over the Internet require such a closed-loop control, that involves both collecting sensor data and commanding actuators. Furthermore, the traffic patterns in these applications are mainly many-to-one (data collection at sink) and one-to-many (data dissemination from sink), which are periodically executed. These must be supported by the networking protocols. Thus, low end-to-end latency, increased reliability and longer lifetime of the network are the critical parameters that determine the usability and success of the IoT deployment.

Although IoT (or sensor) devices are required to last for a long time, batteries limit the lifetime of the devices, and in turn that of the network and the applications. As described in Chapter 1, we tap into the harvesting opportunities in the ambiance while making the nodes self-sustained with respect to energy. Also, we look to eliminate batteries completely and replace them with more sustainable energy storage buffers such as supercapacitors. Furthermore, merely replacing the batteries with energy harvesters is insufficient due to the variations in energy harvested spatially and temporally. An example network with nodes having varying energy-levels and a dynamic topology is shown in Figure 6.1.

Given the stochastic nature of energy arrivals, existing networking protocols for energy-harvesting WSNs target only reliable packet delivery [116, 117, 118] by adapting to the variations in energy rather than ensuring low latency. Though these protocols are useful for some applications, they do not offer the solution that was sought with ambient energy-harvesting techniques - longer (or perpetual) lifetimes with performance similar to the battery-powered WSN protocols. Since harvested energy is

---

1We define reliability as Packet Reception Ratio (PRR), which is the percentage of packets that are successfully received at the destination.
usually less, energy has to be expended judiciously reducing or even avoiding network related overheads, e.g., discovery and routing.

**Challenges.** A significant number of challenges lie in making the energy variations transparent to the higher layers in energy-harvesting WSNs. Specifically, (a) low harvesting energy and finite energy buffers make it difficult to keep the nodes active periodically; and (b) varying amounts of harvested power makes the network topology dynamic. Therefore, the discovered routes become stale quickly. Furthermore, the unreliability in the wireless channel aggravates the burden on the available energy. Consequently, energy-harvesting in these devices necessitates a redesign of algorithms, and networking protocols to achieve close to perpetual operations while satisfying the application requirements. The most plausible conclusion from the current literature is that the energy-harvesting WSNs cannot support low latency operations, at least to a reasonably satisfiable extent. Thus, the ambition is to avoid overheads, achieve low latency and high reliability under challenging conditions, i.e., low energy-harvesting conditions.

**Approach.** Instead of adding a new protocol to the already existing plethora of networking protocols for WSNs, we propose an energy-management module called GLEAM to offer low latency and high reliability in energy-harvesting WSNs. To prove our point, we use Low-power Wireless Bus (LWB) [99] as the *de facto* routing protocol and develop GLEAM around it. LWB offers guaranteed latency and high energy-efficiency without any topological information. While high reliability is also guaranteed by LWB in battery-powered WSNs, it remains a non-trivial challenge in energy-harvesting WSNs as nodes do not have sufficient energy as required by LWB. In particular, in low energy harvesting campaigns, nodes need to be intelligent to use the available energy wisely.

The crux of GLEAM is to achieve better reliability through efficient energy-management strategies. Figure 6.2 shows the GLEAM module and its components. GLEAM maxi-
mizes the energy utilization by

- allocating an optimal amount of energy to spend in every data transmission slot,
- spending energy on the most important slots,
- saving energy by reducing transmission power as and when possible, and
- utilizing the redundant nodes deployed in the network efficiently.

Specifically, our contributions are as follows:

- To the best of our knowledge, this is the first work that attempts to provide guarantees on latency and improves reliability considerably in energy-harvesting WSNs that are completely powered by ambient energy sources. This practically important aspect is novel and has not yet received its due attention. To this end, we propose a distributed, energy-management module called GLEAM.

- We formalize the energy allocation problem as a Markovian decision problem and we propose a policy. We prove that this policy is indeed a threshold policy, therefore optimal.

- We propose a set of protocol optimization in GLEAM to make better use of the available energy.

- We outline a method to calculate the critical density required in order to achieve performance similar to battery-powered WSNs using stochastic random geometric graphs.

We evaluate the performance of GLEAM on Indriya and FlockLab, two real-world testbeds with CC2420 radios \([83, 84]\) considering different scenarios with varying number of nodes and different data collection intervals. We show that in one of the worst case scenarios – where harvested energy rate is as low as \(50\mu\text{J/s}\) with 20 nodes in the network with transmission of 100 B every 30 s – we even get an improvement of 2.5 times higher packet reception ratio, with 6 mJ higher remaining energy on the average compared to the LWB based greedy algorithm.

The organization of this chapter is as follows. We provide an overview and benefits of LWB along with its limitations for energy-harvesting WSN in Section 6.2. Section 6.3 provides an overview of GLEAM. Then, we state the energy allocation problem, formulate it as a Markov Decision Process (MDP), compute the optimal policy, and prove its optimality in Section 6.4. Further, we describe the GLEAM module, energy utilization algorithms, and the protocol optimization to improve reliability in Section 6.5. Section 6.6 evaluates and discusses the performance of GLEAM. We present the density estimation overview also in Section 6.6. We present the related work in Section 6.7 before concluding the chapter in Section 6.8.

### 6.2. **Overview of Low-power Wireless Bus (LWB)**

To achieve highly reliable data transmission with least overheads, we use LWB to start with as an implementation tool. LWB uses Glossy \([90]\) for tight time-synchronization
and flooding its packets across the network. We first provide a brief overview of Glossy and then proceed to describe LWB. We refer the reader to [99, 90] for complete details.

Glossy

When two nodes transmit the same packet simultaneously on the same frequency band to a receiver within their transmission ranges, the transmitted signals superpose leading to constructive interference (CI) at the receiver. CI can aid in increasing the decodability of the packet due to increased energy per symbol at the receiver. The tolerable temporal displacement between concurrent transmissions for IEEE 802.15.4 in 2.4 GHz is 0.5 \( \mu \)s. Glossy uses CI for flooding and implicitly provides time-synchronization. In Glossy, nodes turn on their radios, listen for packets on the wireless medium, and relay the received packets immediately after receiving them. Since all the potential receivers receive a packet at the same time, they also start to relay the packet at the same time. This again triggers other nodes in the next hop to receive and relay the packet. In this way, Glossy benefits from concurrent transmissions and quickly propagates a packet from a source node (initiator) to all other nodes (receivers) in the network as a ripple. Every packet is transmitted \( \eta \) times (the default value is five), in order to ensure high reliability. Note that all events are initiated by radio events. Since the medium contention is eliminated, Glossy achieves very low-latency flooding, and nodes are synchronized in the process.

6.2.1. Low-power Wireless Bus (LWB)

LWB uses Glossy fast-flooding primitive to deliver data. Since the packet is flooded throughout the network, it eventually reaches the destination(s). In order to avoid different packet insert from different source nodes within the same flood, LWB uses a centralized scheduler. It assigns a unique slot to every data source within a communication round, and only the slot owner initiates a flooding in that slot. Communication rounds are periodically scheduled, which is shown in Figure 6.3(a). Since every packet is flooded, LWB does not require any topological information. A superframe in LWB is shown in Figure 6.3(b). Nodes requiring a slot will use the contention access period to send in their requests. The scheduler, usually on the sink, will compute a new schedule and disseminate it at the beginning of the superframes. The analogy here is similar to a bus, wherein one node (initiator) puts the data on the bus that can be read by all other nodes. All nodes participate in all the floods to exploit CI.
6.2. **Overview of Low-power Wireless Bus (LWB)**

![Diagram](image)

**Figure 6.4**: An example of reducing forwarders. The nodes A and B are sufficient for sending between the nodes S and D.

<table>
<thead>
<tr>
<th>Hop count</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delay (ms)</td>
<td>6</td>
<td>9</td>
<td>12</td>
<td>15</td>
<td>18</td>
</tr>
</tbody>
</table>

Table 6.1: Latency obtained over different hop counts.

**Existing Optimizations for LWB**

Several optimization schemes are proposed for LWB to reduce energy consumption. The important ones are listed below.

**Long-run conditions** During the bootstrap phase, the sink can learn about the source nodes and data periodicity. After a certain duration, the traffic pattern can stabilize. In such situations, LWB minimizes the overheads by increasing the round-trip time without violating the maximum latency that can be tolerated.

**Forwarder Selection** Carlson et al. [101] proposed a method that selects the set of forwarders falling in the shortest path between a source and destination pair in LWB. This reduces energy consumption and unnecessary flooding of packets in the entire network. A small overhead is incurred as the set is determined by flooding messages between the source and destination nodes. An example of forwarder selection is shown in Figure 6.4.

Apart from the above, minor improvements could be done, such as, nodes piggybacking their requests for additional slots in their data packets to reduce contention and the contention period during long-run conditions. These improvements, however, are highly insufficient on nodes powered by harvesting energy.

**Advantages of LWB**

LWB has been shown to offer guarantee latency and high reliability due to the Glossy floods. The average latency values for several hops from our experiments is shown in Table 6.1. Furthermore, due to the absence of medium access contentions, the nodes have low duty-cycles leading to high energy efficiency. It has been shown that LWB outperforms de facto protocols such as CTP [49] and Dozer [119] for periodic data collection scenarios. Due to flooding, neighbor discovery is not required anymore making LWB work even when nodes move.
6.2.2. Challenges for using LWB in energy-harvesting WSNs

While LWB seems ideal, it does not work as is. We experimented with 25 Tmote Sky nodes wherein each node harvested energy in ‘packets’ (of 50 µJ) according to uniform distribution. The storage buffer could store up to a maximum of 180 mJ. We measure the reliability through packet reception ratio (PRR), which is defined as the ratio between the number of packets that are successfully received at the sink and the number of packets transmitted. Figure 6.5 shows the PRR for a periodic collection of every 60 s from every node after 60 rounds. It is evident that the performance is not acceptable barring a few nodes. The reasons for such a performance is due to spending energy unwisely. Further,

- Not enough energy on the nodes to participate in all the slots, sometimes for its own data transmission slot.
- Each packet is sent five (η) times in order to overcome the unreliable wireless channel, which leads to draining the energy faster.
- Unequal energy-harvesting opportunities leading to some nodes having good performance and many others not.

Therefore, we propose GLEAM to manage energy wisely in energy-harvesting WSNs. In the next section, we present an overview of the GLEAM module, its design, and operation.

6.3. The GLEAM Module

The goal of GLEAM is to make better use of the harvested energy in a distributed manner. That is, each node has to make its own decision on spending energy in slots and collectively achieve a high reliability in data collection and dissemination from sources to a destination. GLEAM has three major components, namely, dynamic node activation, priority handler, and energy allocation and utility (shown in Figure 6.2). Please note GLEAM is fine tuned for LWB but can be easily extended to any slot-based communication protocol.

Figure 6.6 shows the flowchart of GLEAM. At the beginning of a communication round, the node wakes up and determines if it needs to be active in this slot. This is pertinent to the nodes deployed as redundant nodes to ensure connectivity when the energy-harvesting possibility is low. The source nodes, however, will choose to
be active as long as they have sufficient energy in their buffer. Nodes choosing to be inactive go to sleep until the next round. This is further described in Section 6.5.

The next step for the active nodes is to note down the slots to participate from the LWB schedule. After that, the energy allocation module has two questions to address: how much energy to expend in the current round? and how to utilize this energy efficiently? GLEAM looks at maximizing the node’s utility over an infinite horizon. The former question is addressed in Section 6.4 wherein an optimal allocation policy is proposed. For the latter question, we tweak LWB to provide feedback from the sink, and use it to prioritize the slots using the priority handler. Then, the allocated energy is used in as many slots as possible starting from the highest priority ones. A protocol optimization is proposed here: instead of transmitting all the packets at the highest transmission power, the node will reduce its transmission power if packets are being delivered successfully. The advantages are that energy is being better used and the performance of the underlying CI phenomenon is improved (see Section 6.5). With all these components and protocol optimization, the nodes utilize the available energy with higher efficiency as will be shown in Section 6.6. In the next section, we formalize the power allocation problem and provide an optimal policy for the same.

**6.4. Optimal Energy Allocation**

In this work, we consider LWB with forwarder selection since it is already an improved version of LWB. Henceforth, when we refer to a node that should participate in a slot implies that the slot is either one of the forwarder selected or its own slot. While the slot schedules are distributed from the sink, each node will have to manage its energy expenditure on its own. Every node must adopt an energy-aware policy to balance the available energy for expenditure in the future and in the current slot. To this extent, two fundamental questions need to be answered:

1. How much energy should be expended in the current time period? and
2. How to utilize this allocated energy maximally?
Intuitively, if a node aggressively participates in all its forwarder selected slots, the energy gets depleted soon. On the other hand, if the node is too conservative, then the PRR is low because of its non-cooperation within the network.

In this section, we address the first question. To this end, we propose to use Markov Decision Process (MDP) with which we develop distributed policies. Though there have been several works that propose to use MDP for determining the optimal transmission policies per packet [120, 121, 122], we differ from these works in the following aspects: (i) we cannot ‘queue’ slots for the future as in some of those models and (ii) we do not decide to transmit in a particular slot but rather allocate energy for the whole communication round.

6.4.1. System Model

We consider an energy-harvesting WSN network consisting of $N$ nodes with omni-directional antennas. Every node $u$ in the network has a unique identifier, denoted as $id(u)$. Here, we focus on a single sensor node, and a communication round $k$. We consider that the harvested energy between $k$ and $k+1$ follows an $i.i.d.$ represented by $Y(k)$. For instance, a Markov chain model for the solar source is presented in [28]. Each node has a supercapacitor as a storage buffer as its remaining energy can be estimated by $E \approx \frac{1}{2}CV^2$, where $C$ is the capacitance of the supercapacitor and $V$ is the voltage.

We assume that the slot arrival process, $X(k)$, also follows $i.i.d.$ Let the number of slots to be allocated in the $k^{th}$ round be $x(k)$. A decision must be taken as to how many of these slots will be allocated energy. The remaining slots will be discarded. We model the energy buffer by quantizing it into states $\varepsilon = \{E_0, E_1, \ldots, E_{max}\}$. Each state holds energy enough for one slot with maximum transmission power (including transmitting for $\eta$ times). We assume that all the packets transmitted are of equal size. The energy for round $k+1$ can be computed as,

$$E(k+1) = \min\{E(k) - A(k) + Y(k), E_{max}\},$$

where $A(k)$ is the energy allocated in $k$. We assume that the energy buffer is much bigger than the average amount of energy harvested. If the buffer is smaller, then the use of an energy buffer is limited. Our model can be represented as shown in Figure 6.7.

We consider a concave, monotonically non-decreasing function, $g$ with $g(A(k))$ indicating the number of slots allocated if $A(k)$ amount of energy is used.
6.4.2. Optimization Problem and Optimal Policy

Given a state \( \{E(k)\} \in S \), value \( \{v(k)\} \in \mathbb{R}^+ \), a policy \( \pi \) implemented by the node is defined by the probability \( \pi(\varepsilon, v) \) of selecting \( x(k) \) slots in the communication round \( k \). The optimization problem can be stated as follows: determine the optimal policy \( \pi_* \) such that

\[
\pi_*(s) = \arg \max_{\pi} V^\pi(s_0),
\]

(6.2)

where \( s_0 \) is the initial state. The corresponding Bellman’s equation [123] is,

\[
V^\pi(s) = \max_{\pi} \left\{ V^\pi(s, a) + \sum_{l \in S} Pr(l|s, a)V^{\pi_a^*}(l) \right\}.
\]

(6.3)

Here, \( Pr(\cdot|s, a) \) represent the conditional probability, and \( a \) is the action taken in the corresponding state.

**Optimal policy.** We begin with the necessary condition for designing an optimal policy.

**Lemma 3.** Given \( g \), a concave function and the Markov chain with the state space \( S \) is stationary and ergodic, for \( \{A(k)\} \) to be asymptotically stationary, a policy that makes \( \{x(k)\} \) asymptotically stationary with a stationary distribution \( \pi \), it is necessary that \( \mathbb{E}[X] < \mathbb{E}_\pi[g(A)] \leq g(\mathbb{E}[Y]) \).

**Proof.** Let the start state be \( s_0 = E_0 = 0 \). Here \( \mathbb{E}[\cdot] \) is the expectation operator. Then for each \( j \), \( 1/j \sum_{k=1}^j A(k) \leq 1/j \sum_{k=1}^j Y(k) + \frac{\mathbb{E}[g(A)]}{j} \). The first term, \( 1/j \sum_{k=1}^j A(k) \) is \( \mathbb{E}[A] \) almost surely (a.s.) as \( j \to \infty \) and the second term, \( 1/j \sum_{k=1}^j Y(k) + \frac{\mathbb{E}[g(A)]}{j} \) is \( \mathbb{E}[Y] \). Similarly, \( 1/j \sum_{k=1}^j g(A_k) \to \mathbb{E}[g(A)] \) a.s.

It has been shown that \( \mathbb{E}[g(A)] > \mathbb{E}[X] \) is needed for the stationarity of \( x(k) \) [124]. Since \( g \) is concave, we need \( \mathbb{E}[X] < \mathbb{E}[g(A)] \leq g(\mathbb{E}[A]) \leq g(\mathbb{E}[Y]) \). Thus, \( \mathbb{E}[X] < g(\mathbb{E}[Y]) \) is a necessary condition to get the desired stationary sequence.

We present a policy that satisfies this condition. Let

\[
A(k) = \min(E(k), \mathbb{E}[Y] - \epsilon),
\]

(6.4)

where \( \epsilon \) is a small positive constant with \( \mathbb{E}[X] < g(\mathbb{E}[Y] - \epsilon) \). We show in Theorem 1 that it is indeed a throughput optimal policy by showing that a stationary (or a threshold vector) does exist as this satisfies the conditions in Lemma 3.

**Theorem 1.** The policy given in Equation 6.4 has a unique, stationary, ergodic distribution, and therefore optimal.

**Proof.** For any arbitrarily small \( \epsilon > 0 \), \( E(k) \to E_{max} \) a.s. from Equation 6.4 and \( A(k) \to \mathbb{E}[Y] - \epsilon \) a.s. Since \( g \) is monotonic, we get \( g(A(k)) \to g(\mathbb{E}[Y] - \epsilon) \) a.s. Thus, \( \{g(A(k))\} \) is asymptotically stationary and ergodic. For the policy \( A(k) = \min(E(k), \mathbb{E}[Y] - \epsilon) \), \( \mathbb{E}[X] < g(\mathbb{E}[Y] - \epsilon) \) is a sufficient condition for \( \{x(k)\} \) to be asymptotically stationary and ergodic whenever \( \{X(k)\} \) is stationary and ergodic [124].

**Intuition:** The policy indicates that all slots be allocated if the average energy is higher than the required energy. In case, the required energy becomes more, then
only the average amount of energy harvested will be spent. Therefore, the number of slots that are allocated will be \( g(\mathbb{E}[Y] - \varepsilon) \). This leads to cautious spending of energy when energy is low. This \( \varepsilon \) may represent the minimum energy required to at least send data in its own slot. With this adaptive energy expenditure policy, all the nodes will try to be active as much as possible in the infinite horizon.

### 6.4.3. Numerical Evaluation

We evaluate the optimal policy by comparing it with a greedy policy as given in Equation 6.5. The greedy policy attempts to allocate energy for participating in the maximum number of slots possible with the available energy. We evaluate the policies through numerical simulations.

\[
A(k) = \min(x(k), E(k)).
\]  

We consider \( g \) to be linear (\( g(x) = x \)), which is monotonically non-decreasing. Furthermore, \( X(k) \) (slot arrival process) and \( Y(k) \) (energy arrival process) are i.i.d. with exponential and uniform processes, respectively. We choose the uniform distribution as it models an indoor ambient light harvesting source [125]. Without the loss of generality, we set one unit of energy to participate in a slot. Lastly, we set \( \mathbb{E}[Y] = 5 \) with the maximum energy storage size of 20 units, and \( \mathbb{E}[X] \) is varied from 1 to 20.

Figure 6.8 shows the results for two metrics: average number of slots allocated and average remaining energy in the node. Figure 6.8(a) shows that the node can participate in more slots by using the optimal energy allocation than the greedy policy. The reasoning is simple and obvious: while the greedy policy tries to participate in as many slots as possible at the cost of energy exhaustion, the optimal policy is energy aware and adapts its expenditure according to the energy being harvested. This increases the utility of the node in the infinite horizon. Figure 6.8(b) shows that both the policies spend almost the same amount of energy to participate in a slot, while optimal policy makes better use of the energy.
6.5. Energy Utilization

While we saw that the optimal policy outperformed the greedy policy, we notice that only 7 out of 20 slots were assigned to transmit data. This is due to the amount of energy harvested being quite low compared to the consumption rate. In order to handle such situations, we propose several solutions. The way GLEAM executes these solutions is shown in the flowchart in Figure 6.6.

Dynamic Node Activation. Since the available energy on the nodes is quite low, a commonly adopted solution is to deploy redundant nodes [62]. This is particularly helpful when there are no secondary power sources such as batteries. We assume that deploying redundant nodes is possible. This plays an important role as shall be demonstrated in Section 6.6.

However, the purpose is not served if all the nodes, including the redundant nodes are always on. These helper nodes must be dynamically switched on when required. Though the authors of [62] propose policies to activate nodes, it is assumed that the redundant nodes can check the neighborhood status. Such an assumption does not hold in our scenario. Therefore, we design a simple distributed policy. A non-source node is activated according to the policy given in Equation 6.6 for a communication round \( k \) on a node \( i \). A source node is always activated if it has a minimum amount of energy, \( E_{min} \) to at least participate in its own slot.

\[
\mathcal{A}_i(k) = \begin{cases} 
\text{no activation} & \text{if } E(k) < E_{min} \\
\text{activate with prob. } p & \text{if } E_{min} < E(k) \leq E_{th} \\
\text{activate with prob. 1} & \text{if } E(k) > E_{th} 
\end{cases}
\]  

(6.6)

Priority Handler. Since the nodes may not always have sufficient energy to participate even in all its forwarder selected slots, it is important to quantify the importance of slots. By defining weights, the nodes can then choose the best slots to participate. The priority handler ensures that the energy is spread across the slots and not spent on the first few slots (as in the greedy approach).

A difficulty though is that individual feedback cannot be given to the nodes. We tweak the LWB protocol to make the sink include the information on which slots data was successfully received in the previous communication round. This information, or ACK, is piggybacked with the following communication round’s schedule. With this ACK information, the node has four cases to deal with:

- The best case is if a node participated in a slot and the packet was received. The priority must be slightly increased in this case so that the node is more likely to participate in the slot again.

- Another case is when the node participated in forwarding data in a slot but it was not received at the sink due to either failure of CI or an energy outage at another intermediate node. Here, the node cannot do much but try to participate again.

- If a node sees that ACK is received in a slot it did not participate, then the node decrements the priority since its participation is not required for successful data delivery.
The worst case is when a slot goes unserved i.e., the node did not participate and the data did not reach the sink as well. In this case, the node assumes responsibility by increasing its priority to a higher value.

One method to calculate the weight is to take \((1 - \text{PRR})\) per slot. We increment or decrement priority by 10% of its value. A source node’s own slot will always have the highest priority.

Energy utilization. The optimal policy only allocates the energy but does not specify how to use it. With priorities defined to the slots, the problem becomes that of allocating the energy to as many high priority slots as possible. This can be proven as the classical 0/1 knapsack problem \([126]\), which is NP-complete.

Instead of using the optimal dynamic programming solution, we adopt the low-complexity greedy approximation solution for the knapsack problem. The slot assignment algorithm is shown in Algorithm 11. In order to save energy, we lower the transmission power when the transmissions happen successfully. The advantages are two fold: (a) employing different transmission powers across nodes improves the performance of CI (see Chapter 4); and (b) If enough power is saved to serve more slots, then the next higher priority slots are chosen to participate in. Algorithm 12 shows the transmission power adaptation algorithm. This algorithm is loosely based on the DIPA algorithm (Chapter 4), but we do not include the feedback bytes. Instead, we assume that if the transmitted packet is received immediately in the next reception window, then the transmission is successful. While this algorithm is not as accurate as DIPA to capture the channel, it is however of much simpler as CRC need not be decoded by the application.

Algorithm 11 Slot Allocation Algorithm.

1: //txPower indicates the current transmit power
2: //txTime is the time required to complete one transmission
3: //We assume the power required for transmission and reception are equal
4: //slotEnergy indicates the energy required to participate in a slot
5: At the beginning of the communication round \(k\):
6: slotEnergy ← txPower * txTime * \(\eta\) * 2;
7: \(A(k)\) ← \(\min(E(k), \text{average}_\text{harvested}_\text{energy}(k) - \text{slotEnergy})\);
8: \(n_{\text{slots}}\) ← \(A(k)/\text{slotEnergy}\);
9: Sort the slots in descending order of their priority;
10: Schedule the first \(n_{\text{slots}}\) for participation;

6.6. EVALUATION

In order to evaluate GLEAM module, we implemented it in Contiki OS \([81]\) for WSNs and evaluated it on the Indriya testbed \([83]\), where the nodes are spread over three floors. The experiments were conducted on 30 Tmote Sky nodes on the first floor of the testbed.

We implemented the energy-harvesting battery model in software as in Chapter 3. We consider that each node stores the harvested energy in a supercapacitor of size \(E_{\max} = 20\ \text{mJ}\). We perform extensive experiments with nodes harvesting energy with
Algorithm 12 Transmit Power Adaptation Algorithm.

1: Function \textit{OnReceive} (Packet \textit{p})
2: //txPower indicates the current transmit power
3: \textbf{if} \textit{p.IsCRCValid} () == TRUE \textbf{then}
4: \hspace{0.5em} Call decreaseTransmitPower ()
5: \textbf{else}
6: \hspace{0.5em} \textbf{if} txPower == MAX_TRANSMIT_POWER \textbf{then}
7: \hspace{1.5em} Call randomizeTransmitPower ()
8: \hspace{0.5em} \textbf{else}
9: \hspace{1.5em} Call increaseTransmitPower ()
10: \textbf{end if}
11: \textbf{end if}

Figure 6.9: Power trace from a PV harvester powered by indoor lighting [125].

a uniform arrival process having a mean rate of 50\(\mu\)J/s. This is the amount of energy that can be harvested from indoor lighting [125], which is shown in Figure 6.9. The dataset used in the figure is from a node kept in a bookshelf of an office. The harvested power is more or less constant except when the lights are switched off or someone walks past the harvester, in which case the harvested power drops a bit. The harvested energy is significantly less than the amount of energy spent in a communication round. For example, a 100 B packet to be sent in a LB slot with \(\eta=2\) consumes almost 900\(\mu\)J. Furthermore, the nodes need to report their sensed data periodically; and the periodicity is application dependent. To evaluate GLEAM, we experimented with two communication round intervals of 30 s and 60 s. For each interval, packets of different length (50 B and 100 B) and different number of source nodes (10 and 20) are also experimented with. We chose these scenarios to test GLEAM for potential worst case scenarios.

While the uniform distribution may correspond to the indoor lighting source, we also consider Moser’s model (described in Chapter 3) to evaluate under an outdoor solar model. The evaluation with this model is done in the FlockLab testbed with 30 Tmote Sky nodes [84]. In this testbed, we only conducted evaluation for 60 s interval with different packet lengths (50 B and 100 B) and different number of source nodes (10 and 20).

In order to compare GLEAM, we implemented LWB with greedy (simply referred
Two metrics are used here: PRR and average remaining energy in the nodes to infer the lifetime indirectly.

A word on notation: In the figures, 30s and 60s indicate the corresponding period of communication rounds, 30 seconds and 60 seconds, respectively; 10n and 20n indicate 10 and 20 source nodes that periodically send data, respectively. The data size is either 50B or 100B (bytes).

At the outset, we set that all the nodes have a fully charged capacitor. If energy expenditure per round is higher than the harvested energy, the remaining energy in the capacitor starts decreasing over time. As a result, nodes cannot participate in all the slots. This impacts the PRR at the sink in the long run. Figure 6.10(a) shows the average PRR of a 20 source node network, with 30s interval. Even though it is impossible to deliver all the packets with low harvesting rate, it is clear that GLEAM improves the average PRR as opposed to the greedy LWB; in this case by at least 19%. The improvement stems from the fact that GLEAM does not start participating in all the slots from the beginning. Rather, it identifies the high priority data slots where there is scope for improving the PRR. Furthermore, as the greedy approach starts operating from the beginning of a round until the energy lasts, only the nodes transmitting data in the first few slots get delivered. This is evident in the box plot with the quartiles spanning a long range.

Figure 6.10(b) shows that the greedy approach drains almost all energy to maxi-
mize participation in slots whereas, GLEAM is more energy-aware. Thus, even if the harvesting rate drops in the next rounds, the network can sustain for a longer time. However, this does not affect (reduce) the PRR of the network as evident from Figure 6.10(a).

Figure 6.11 shows the results from FlockLab testbed with Moser’s energy arrival model. In Figure 6.11(a), we see that the average PRR from GLEAM is higher than that of the greedy LWB protocol. The median of GLEAM is around 20% higher than that of greedy LWB. Similar to uniform distribution based energy arrival model, the average residual energy in every node is slightly higher with GLEAM than with greedy LWB as shown in Figure 6.11(b).

Heavy vs. Light traffic. We compare the performance of the greedy and GLEAM for different traffic intensities with the same energy arrival profile. Figure 6.12(a) shows the PRR for data collection over 30s and 60s intervals sending 100B of data. Evidently, with more time to harvest and lower the traffic, the performance of both algorithms improve\(^2\). Furthermore, the difference between the two schemes reduces with more energy in the buffer. However, a noteworthy aspect is that in the worst case, i.e., data collection period being 30 s and 20 source nodes, GLEAM shows that it can outperform greedy approach significantly. In this case, it achieves 2.5 times better than the greedy approach. This performance is due to the multifold components of

\(^2\)Indeed we want to design GLEAM to deliver in hard circumstances; with more energy LWB delivers anyway.
GLEAM, particularly dynamic node activation and power adaptation. Figure 6.12(b) shows the light traffic scenario wherein 10 nodes transmit data and both the methods perform extremely well. Figure 6.12(c) shows the average amount of energy remaining on the nodes for a payload length of 100 B. We see that GLEAM keeps a buffer of more energy on the average. A big part of this is due to dynamic node activation.

Figure 6.13(a) shows the average PRR for 60 s periodic data collection for different number of source nodes and payload lengths, with Moser’s energy arrival model. Similar to the results with the uniformly distributed energy arrival model, GLEAM has higher PRR as compared to greedy LWB in all cases. Figure 6.13(b) shows results with GLEAM achieving only slightly higher energy on the average than greedy LWB in the scenario with 20 source nodes.

**Payload length.** The payload length also significantly influences the performance, as larger the payload, more is the required energy to transmit. Figure 6.12(a), Figure 6.12(b) and Figure 6.13(a) show the results when 50B and 100 B were sent by the source nodes for 60 s periodicity. It is again evident that more payload length has an influence on the performance. Again, GLEAM outperforms the greedy approach.

**Density.** Figure 6.12(a) clearly shows that higher the density of redundant nodes, better is the performance. Furthermore, due to the dynamic activation of redundant nodes, GLEAM performs better than greedy approach. This is because, not all nodes exhaust energy in all participatable slots and due to this, there is a higher chance for GLEAM to find at least one forwarder to send its packets. This needs further investigation as to how much this helps. Therefore, we conduct more experiments.

### 6.6.1. Importance of Redundant Nodes

GLEAM outperforms greedy due to several factors described previously. However, it still does not achieve a highly reliable data collection scheme. High energy arrivals, light traffic or a high number of redundant nodes helps in achieving reliable data collection. The first two parameters are not in our control while the last one can be controlled.

In GLEAM, the nodes with energy more than 75% of its maximum capacity, will participate in all its slots in a communication round. However, when it is below this number, the node chooses with a probability, \( p = 0.5 \), to participate or not. This reduces the number of redundant nodes wasting their energy unnecessarily. To evaluate the benefits, we implemented a dynamic node activation (DNA) for the greedy LWB scheme and compare them. Figure 6.14(a) shows the average PRR for different scenarios with 30 s communication round interval. We see that DNA is not helpful when there is light traffic, however, when the traffic intensity increases, the importance of redundant nodes also increases. There are more forwarders available for every transmitted packet for the DNA than the greedy approach. In fact, DNA helps the 2.5 times gain obtained in Figure 6.12(a), and further improved significantly by the other components.

An important observation can be made in Figure 6.14(c) that with increasing traffic intensity, while the average remaining energy decreases for the greedy approach, the remaining energy for DNA decreases only slightly. This indicates that many nodes were not activated always. Therefore, GLEAM outperforms the greedy approach significantly.
Figure 6.12: (a) Average PRR for different traffic intensities and source nodes. (b) Average PRR for payload length 50 B at 60 s periodicity. (c) Average remaining energy for different number of sources, and payload length of 100 B.
Figure 6.13: Results with Moser’s model: (a) Average PRR for different traffic intensities and source nodes. (b) Average remaining energy for different number of sources, and payload length of 100 B.

6.6.2. Estimating the Critical Node Density

We have seen that the redundant nodes help GLEAM in achieving a higher PRR. CND is the minimum number of nodes required to ensure a 100% PRR. An obvious question is what the required Critical Node Density (CND) is for a highly reliable data collection in energy-harvesting WSNs. In this case, we seek to calculate CND for the energy-harvesting nodes. We provide an outline of an analytical method to achieve this below.

We consider a random geometric graph (RGG) model, which has been used extensively in the analysis of wireless sensor networks [127, 128]. Let $G = (N, r)$ represent the RGG, deployed in a unit area, where $r$ is the radius of communication. We assume that the graph is connected when all its nodes are active. A node is said to be active if it has energy greater than $E_{min}$, which is the minimum amount of energy required for participating in one slot of a communication round. Let $f_i(e)$ denote the probability density function (p.d.f.) of the energy harvested by node $i$. With this representation, we proceed to estimate the required density for the case with nodes having no energy buffer, i.e., nodes are active if they are harvesting energy in the current slot.

We assume that the p.d.f. of all the nodes are i.i.d. Therefore, the availability of node $i$ is,

$$Pr[L_i] = Pr[E(k) \geq E_{min}]$$

$$= 1 - \int_{E_{min}}^{E_i} f_i(e)de.$$

With $N$ nodes in the network, the joint p.d.f. is the sum of independent random variables. Therefore, the average number of nodes available out of $N$ nodes is given by,

$$E_N = NPr[L_i],$$

for any node $i$.

The degree of a RGG [127] is given by $E[\Delta] = \pi r^2 N$, which can be extended here to compute the expected degree as,

$$E[\Delta_G] = \pi r^2 E_N.$$
Figure 6.14: Comparison between greedy and dynamic node activation (DNA) scheme. (a) Average PRR for source nodes for 30 s interval (100 B). (b) Average PRR for source nodes for 60 s interval (100 B). (c) Average remaining energy for different number of sources, and payload length of 100 B.
Furthermore, we know the probability of the graph being connected [127] is

\[ Pr[C] = e^{\exp(-\exp(-\alpha))}, \]

where

\[ \alpha = \mathbb{E}[\Delta_G] - \ln \mathbb{E}_N. \] (6.10)

We can compute the critical density for the network to be connected by back-calculating from this equation. We know that \( \lim_{\alpha \to \infty} Pr[C] \to 1. \) When \( \alpha \to 5.2, \) the network is connected a.s [82]. By employing a root finding algorithm [129], such as Newton-Raphson’s method, we can compute the required average number of nodes necessary for connectivity \( \mathbb{E}_N. \)

### 6.7. Related Work

The work on routing in energy-harvesting WSNs has attracted less attention compared to their battery-powered counterparts. Table 6.2 summarizes the most significant networking protocols in WSNs and energy-harvesting WSNs. Of these limited works, most of them such as ORiNoCo [118] (opportunistic receiver initiated no-overhead collection protocol) and SP-BCP [117] (solar-powered backpressure collection protocol) target reliably delivering packets to the sink through higher energy nodes. The reasons for not targeting low latency in energy-harvesting WSNs: (a) energy variations make it difficult to get the nodes globally synchronized as traditional synchronization protocols are energy demanding, (b) schemes such as Low Power Listening still have considerable amount of overheads before successfully transmitting data, and (c) packet losses on the wireless channel consume significant amount of energy for retransmission.

A common strategy employed to make WSN protocol energy-harvesting aware is by using power management techniques such as adaptive duty-cycling, scheduling tasks and transmission policies. However, directly using them on LWB will not render the desired features. Adaptive duty-cycling techniques [8, 75] determine how long a node should be awake based on residual energy and energy harvesting rates. While these algorithms can be tweaked to determine how much energy to spend, they do not schedule the operation of tasks. Task scheduling [85, 131] algorithms, on the other hand, maximize the number of tasks executed within specified deadlines by considering the energy remaining in the storage element. Task schedulers for energy-harvesting WSNs employ clairvoyance or prediction of energy in order to minimize deadline violations. However, these algorithms are myopic in their approach i.e., the node being alive in the next slot is not considered.

Markov models representing energy availability have been proposed to determine optimal transmission policies [121, 120]. Each packet to be transmitted is considered to have a certain value, and the node gets a reward if the packet is transmitted. On similar lines, transmission power policies have also been constructed [132]. Higher the energy state, more reward can be accrued. These models target to maximize the average reward over an infinite horizon, which implies that the node will optimize its energy usage and packet transmissions. These works also cannot be used since they either schedule packet transmission in a future time when the energy is higher or do not consider transmission power to improve the performance of CI.
<table>
<thead>
<tr>
<th>Name</th>
<th>Storage</th>
<th>Working Principle</th>
<th>Basic Idea</th>
<th>Node Wakeup</th>
<th>Reliability</th>
<th>Latency Guarantees</th>
</tr>
</thead>
<tbody>
<tr>
<td>CTP [49]</td>
<td>Battery</td>
<td>Tree-based</td>
<td>Nodes select parents with lower routing cost and ETX</td>
<td>Asynchronous</td>
<td>High</td>
<td>Yes, with increased duty cycle</td>
</tr>
<tr>
<td>ORW [130]</td>
<td>Battery</td>
<td>Opportunistic</td>
<td>Nodes select parents with lower expected duty cycles</td>
<td>Asynchronous</td>
<td>High</td>
<td>Yes, with increased duty cycle</td>
</tr>
<tr>
<td>Dozer [119]</td>
<td>Battery</td>
<td>Time-slotted</td>
<td>Nodes select parents with lower hop-count and load</td>
<td>Scheduled</td>
<td>High</td>
<td>No, collisions cause delays</td>
</tr>
<tr>
<td>LWB [99]</td>
<td>Battery</td>
<td>CI based</td>
<td>Every packet is flooded</td>
<td>Scheduled</td>
<td>High</td>
<td>High</td>
</tr>
<tr>
<td>ORiNoCo [118]</td>
<td>Super-capacitor</td>
<td>Opportunistic with receiver initiated MAC</td>
<td>Nodes send packets to parents with low routing cost. High energy nodes wakeup more often</td>
<td>Asynchronous</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td>EHOR [116]</td>
<td>Super-capacitor</td>
<td>Opportunistic</td>
<td>Routing metric is a function of residual energy and hop-count</td>
<td>Asynchronous</td>
<td>High</td>
<td>No</td>
</tr>
<tr>
<td>SP-BCP [117]</td>
<td>Rechargeable battery</td>
<td>Back-pressure</td>
<td>Backpressure calculation is made harvesting energy aware</td>
<td>Asynchronous</td>
<td>Medium to high</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 6.2: Summary of available routing protocols for WSNs and energy-harvesting WSNs.
6.8. Conclusions
End-to-end latency and reliability are the critical parameters that determine the usability and success of an energy-harvesting IoT deployment. The current state-of-the-art for energy-harvesting WSNs does not attempt to provide guarantees on these metrics. To this end, we considered to use the recent data collection protocol LWB based on Glossy, which can provide the best possible performance on battery-powered WSNs. However, in energy-harvesting WSNs setting LWB does not perform well because of the stochastic nature of energy harvesting. To this end, we proposed a distributed, energy-management module called GLEAM. In GLEAM, the energy allocation problem is modeled as a Markov Decision Process. We proposed a policy and also proved that it is indeed an optimal policy. We also proposed protocol optimization to make good use of the allocated energy. We used Indriya and FlockLab testbeds, varying number of nodes from 10 to 20 with a maximum of 5 hops. Under the worst case conditions with just 50µJ/s energy, we showed that we even get an improvement of 2.5 times higher PRR with respect to the greedy policy using the efficient LWB protocol. Through this evaluation, we showed that GLEAM is more than sum of its individual components. Lastly, we provided an outline of a random geometric graph based method to calculate the critical density, which is a vital factor to achieve higher PRR in energy-harvesting WSNs.

GLEAM is just the beginning with several questions left to be answered in making energy variations transparent to the higher layers.

1. The first of these is to determine the theoretical critical density required for a finite energy buffer case.

2. Next is to design an optimal dynamic node activation policy in order to maximize the benefits.

3. Make low-power wireless bus consume much lower power so as to make every node participate in more slots, and reduce dependency on redundant node deployment.
7

CONTEXT-EVENT TRIGGERING SYSTEMS

7.1. INTRODUCTION

With rapid advancements in embedded systems and wireless technologies, the vision of Mark Weiser is becoming a reality. In 1991, he envisioned ubiquitous computing [4], where he stated that “personal” computers will integrate seamlessly into a person’s environment and enrich his/her everyday life by automating many routine tasks and providing information relevant to the context. Context is any information that can characterize the situation of a user or an entity in general [133]. Employing contextual information in applications to enrich user experience has led to powerful ideas such as smart spaces [134, 135, 136].

The smart space paradigm is based on ubiquitous computing, where environments are embedded with devices to capture the context and adapt the ambiance around the user accordingly to improve his experience. While Internet of Things (IoT) enable connecting with ‘things’ (physical objects) and controlling them [3], the smart space concept takes it a step forward in order to realize ‘smart IoT spaces’. Smart IoT spaces are envisioned to integrate smartness across various domains such as cities, utility grids (e.g., electricity), transportation, and logistics.

The core idea of smart IoT spaces is to gather contextual information and then act appropriately based on the derived context. One of the most common approaches to gather data is by using Wireless Sensor Networks (WSNs) [137]. Nodes in WSNs are low-power, battery operated, tiny embedded devices that have a sensor(s) and a radio transceiver. Typical WSNs are ad hoc networks where a multi-hop approach is used for communication between the nodes and a sink to conserve energy. The nodes report sensor data periodically to the sink. This is called periodic sampling. The sink then processes the data to determine the context and/or change in the situation. In this work, we limit ourselves to smart spaces in indoor environments such as a home or an office. In these spaces, events occur randomly and sporadically.

The approach of periodic sampling has two problems.

1. The sink needs to process a huge amount of sensor data generated by the nodes, particularly in large spaces, and
2. The approach is not energy-efficient with respect to the sensor nodes as data is sent periodically even when there is no change in the context. This drains their batteries quickly.

A large number of sensors are envisioned to be deployed in indoor spaces. The data generated from these nodes can, therefore, be huge. However, only part of the data may be significant for representing the context. Several techniques are proposed to reduce the data sent by each node, for example predicting the measured values both at the source and the sink node, thus only requiring nodes to send the reading that deviate from the prediction [138, 139]. In these techniques, the nodes sense periodically but send data only when an ‘event’ (or deviation) occurs.

While many research efforts have targeted energy efficiency and lifetime extension of the sensor networks, these techniques merely prolong the lifetime of the nodes and do not eliminate battery replacement. As we have seen in Chapter 1, there has recently been tremendous growth in energy-harvesting technologies targeting perennial lifetime for the WSNs recently [7]. In energy-harvesting WSNs, the nodes scavenge energy from ambient sources, for example, light, heat, water flow, vibrations, etc. While harvesting alleviates the second problem of the periodic sampling approach, it does not solve the first one. To address the first problem, the sink should be notified only if there is a change in context. This requires a context-event triggering mechanism. In this chapter, we propose a context-event triggering technique driven by energy-harvesting to address both problems together. This mechanism also eliminates periodic sensing as a means to detect events.

In many cases, the energy-harvesting source for a node will be related to the physical parameter that the sensor is measuring. For instance, a light sensor should have a photovoltaic (PV) harvester that harvests energy, which is directly proportional to the intensity of light. Therefore, in this chapter, we propose to exploit this property of energy harvesters to detect the change in the context: if a node begins (or stops) to harvest energy, this indicates that there is a change in context and hence, the sensor should send the data. We, further, adapt the context-event triggering framework in order to exploit the proposed mechanism. This chapter demonstrates the above concepts and the framework with a real-world use-case.

The contributions of the chapter are as follows.

1. We propose to exploit the energy harvesters as transducers and to detect a change in context. We give examples thereof.

2. We then propose an adaptation of the context-aware framework to utilize the proposed mechanism. Furthermore, we show the benefits of this approach for a practical use-case.

3. We then present open questions that need to be solved in order realize this in practice. We also discuss the cases wherein the context-event triggering systems using energy harvesters may not be appropriate.

There is one drawback in our proposed approach. Not every physical parameter change can be context triggered through a harvester. For example, there is no harvester that can trigger an event due to a change in CO₂ concentration levels. Another
example is that an accelerometer sensor can be used to get the orientation of the device. Unfortunately, this change cannot be used to harvest energy, hence this event cannot be captured through a harvester.

The remainder of this chapter is organized as follows: Section 7.2, briefly describes context-aware systems. In Section 7.3, we describe our context-event triggering mechanism using energy-harvesting. In the same section, we propose an adaptation to the framework. We demonstrate our proposal and its benefits with a use-case in Section 7.4 along with energy savings compared to other approaches. In Section 7.5 we describe the challenges and open questions to be addressed in order to realize a reliable system. We present the conclusions in Section 7.6.

7.2. CONTEXT AND CONTEXT-AWARENESS IN SMART SPACES

Many authors have defined context from their own viewpoint leading to different definitions. Generally, context identifies aspects of a smart space that can influence action of users in the smart space. Schilit et al. [140] define context as “information addressing where you are, who you are with, and what resources are nearby”. Dey and Abowd [133] define context as “any information that can be used to characterize the situation of an entity. An entity can be a person, place or an object that is considered relevant to the interaction between the user and the application”. Bolchini et al. [141] define context as “the set of variables that may be of interest to an agent and influence its actions”. Dey’s definition is the most generic of them all and is therefore the most widely accepted one. We too adopt this definition in this work.

Context-awareness is defined as the ability to provide services with awareness of the user’s context. A context-aware system [142] determines why the situation is occurring based on the contextual information. The system can then either adapt the environment or react to the situation. For example, in an indoor smart environment, the temperature of a room where the user is present can be adapted according to his preference. If he moves to another room, the context-aware system reacts to this action by adjusting the temperature in the new location. Context and context-awareness form the basis for creating smart IoT spaces.

A context source is any source that captures information about a user and can provide this information to the sink for deriving context. Since any sensor information in the smart space can be contextually relevant, it is a huge task to collect and process all the data in real-time. Hence, to reduce this complexity, context sources are grouped into dimensions [143], which are then weighted to pick the most relevant sources. The major dimensions of context are listed below.

- **Ambient dimension**: The set of contextual sources that are in the proximity of the user. This includes real-time raw sensor data about the user and his/her ambiance. Examples include room temperature, and user location.

- **Time dimension**: The time of occurrence of an event.

- **User and social dimensions**: The set of sources that characterize the user’s preferences (such as choice of color or music). The social dimension captures the awareness of being an actor part of a bigger system (such as people around a person and the current social situation around the person).
- **Derived dimension**: The information is obtained from external sources such as the world wide web (WWW), calendars, weather, social networks, traffic information, and so on. This information may play a role in identifying the current situation of the user. Here the user’s social network graph members and their preferences are also considered in determining the context, e.g., user’s shopping information and recommendations.

Of the different dimensions, the ambient dimension plays the most significant role since it is close to the user and can capture the action of a user and his environment in indoor smart spaces. In these smart spaces, a large number of sensors are deployed to capture the user and ambiance information.

A generalized framework for context-aware systems [144] in smart spaces is shown in Figure 7.1. The framework consists of three layers namely sensing, modeling and application layers. Each module in the framework is briefly explained below.

**Context providers** furnish data about the contextual parameters. These can be sensors, user preferences or external entities which provide data such as temperature, humidity, light, RFID, location, shopping preferences, social preferences, calendars, weather and traffic information.

A **context interpreter** harmonizes the format of the data given by heterogeneous context providers. This module is required since the data will be of diverse data types, formats and values.

A **context reasoner** infers the big picture from the contextual information. The context reasoner considers relevance and quality of the contextual information gathered. A reasoner employs inference and rule-based mechanisms to derive new high-level contextual information. The reasoner may use additional resources (e.g., location, time, and user information) for deriving new high-level contextual information.

A **context modeler and storage** is used to represent contextual information in a machine understandable format. The contextual information can be modeled using a
variety of approaches such as key-value models, object-oriented models, logic-based models and ontology-based models [145]. Finally, the context model is used by the applications to adapt and/or respond to the user’s situation.

In the following section, we propose a method that triggers an event of context change to aid in spotting the moments only when data gathering should be done.

### 7.3. Context-event Triggered Sensing

Before we proceed to describe the working of our context-event triggering mechanism, we first look at the state of the art.

#### 7.3.1. Related Work

Context data gathering has attracted a lot of attention over the years [137]. The work can be broadly classified into: context oblivious and context aware gathering methods [146]. Figure 7.2 shows different data gathering methods.

Context oblivious data gathering schemes require the sensor nodes to send data periodically. This method has two main advantages: the sink has complete knowledge of all sensor values, and low or no computation is required on the sensor nodes. The disadvantage of this method is that the energy requirements and network overhead are high. This method is shown in Figure 7.2(a).

On the other hand, context-aware gathering methods reduce the energy requirements and network overhead by sending data only when an event occurs. Typically in these methods, the nodes are given an event definition that can be used to classify sensor data as to whether an event has occurred or not. In other words, a reasoner is implemented with temporal logic and sometimes with spatial logic [147, 148, 86]. Another method for event detection is by a creating model of the data at both the sink and the nodes [149]. The sink and a node of interest both predict data periodically.
Table 7.1: Examples of energy-harvesting in indoor smart spaces.

<table>
<thead>
<tr>
<th>Energy Source</th>
<th>Harvesting Technology</th>
<th>Example usage</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sun light</td>
<td>Photovoltaics</td>
<td>Sensors near the windows</td>
</tr>
<tr>
<td>Ambient light</td>
<td>Photovoltaics</td>
<td>Sensors in the rooms</td>
</tr>
<tr>
<td>Wind</td>
<td>Aeroelastic flutter</td>
<td>In air-conditioner ducts</td>
</tr>
<tr>
<td>Water</td>
<td>Micro-hydro turbines</td>
<td>In kitchens and showers</td>
</tr>
<tr>
<td>Thermo-electric</td>
<td>Seebeck effect</td>
<td>In heaters and on human bodies</td>
</tr>
<tr>
<td>Vibrations</td>
<td>Piezoelectric</td>
<td>In wheelchairs, appliances like</td>
</tr>
<tr>
<td></td>
<td></td>
<td>washing machines, refrigerators</td>
</tr>
<tr>
<td>Push buttons</td>
<td>Magnetic coils</td>
<td>Wireless switches, remote controls</td>
</tr>
<tr>
<td>Shoe inserts</td>
<td>Microgenerators</td>
<td>In shoes</td>
</tr>
</tbody>
</table>

The node matches its prediction with actual sensor data. If the data from the sensor differs by more than the value estimated from the model, then the data is sent to the sink [138, 139]. Figure 7.2(b) depicts such a context-aware gathering method.

In contrast to these methods wherein a node has to wakeup periodically and perform certain tasks, we propose a method that allows a node to wakeup only when an event begins to occur. This is depicted in Figure 7.2(c).

7.3.2. CONTEXT-EVENT TRIGGERING THROUGH HARVESTERS

The sensors powered from the ambient sources, such as light, radio frequency, thermal, wind, water, and motion/mechanical movements can operate for long periods of time. Furthermore, since the energy harvesting source for a sensor will most often be related to the physical parameters that the sensor measures, we can use these harvesters as context-event triggering transducers. We shall describe this method with examples.

**Activity Detection through Shoe-inserts:** Sensors in shoes track the activities of a user who wears them. If the sensors are powered through shoe-insert harvesters, then the sensors get triggered only when there is a user movement. Therefore, instead of periodically sensing user activity even when he is stationary, the sensor now is only activated when the harvester generates energy. At this point, the context-event is triggered and notified to the sink. Furthermore, the amount of energy harvested can be used to estimate the user’s activity and the calories burnt.

We can model a shoe-insert harvester using a second-order spring-mass model [9]. With this model, we can estimate the power that can be harvested with data from an accelerometer. Figure 7.3 shows an example of accelerometer data and corresponding power generated by the motion. It is evident that not only the harvester can works as a transducer but also that the rate of harvesting can be used to classify data.

The data for Figure 7.3 was taken from a public dataset [150] for a certain user, user M5. The details on the method of data collection and the user activities can be found in [9].
7.3. Context-event Triggered Sensing

Figure 7.3: An example of acceleration data from a user’s activities and corresponding harvested power in a random period of 3 hours.

![Accelerometer data](image1)

![Harvested power](image2)

Figure 7.4: An example of light data from a sensor placed in an office room with artificial lights.

![Irradiance](image3)

![Energy harvested](image4)

Presence detection through PV harvester: Another example is when a PV harvester can act as a transducer. When there is change in light intensity, the energy generated by the PV harvester changes proportionally. This change can be used to trigger the context-event notification and to initiate other sensors for further monitoring. Figure 7.4 shows an example of a few hours of irradiance as observed by a sensor in an office room with artificial light. A person walks in and out of the room randomly. When the user enters the room, he/she switches on the light and turns it off when leaving. The light is on as long as the person is in the room. It is evident from the figure when the light was switched on and off. The corresponding energy generated is shown in Figure 7.4(b). Therefore, with the rate of harvesting, it is possible to get the context of a person’s presence (or absence) in the room.

The data for Figure 7.4 was taken from another public dataset [125]. The chosen data trace is SetupA for October 1, 2009. To convert from irradiance to energy, we considered a 10 cm × 10 cm solar panel that has an efficiency of 15%. Furthermore, we considered the average irradiance value between consecutive measurements for computing the energy.
Table 7.2: Examples of events and contextual information from harvesters.

<table>
<thead>
<tr>
<th>Energy Harvester</th>
<th>Events detected</th>
<th>Contextual information derived</th>
</tr>
</thead>
<tbody>
<tr>
<td>Photovoltaics (indoor)</td>
<td>Lights turned on/off</td>
<td>Occupancy in the room; life sign</td>
</tr>
<tr>
<td>Hydro turbine</td>
<td>User presence; usage of water</td>
<td>User location (in kitchen, shower etc.); water usage patterns and activities, advanced metering</td>
</tr>
<tr>
<td>Thermo-electric (on body sensor)</td>
<td>Change in body parameters; Appliance usage; Movement on wheelchairs</td>
<td>Indicates probable change in other body parameters, advanced metering</td>
</tr>
<tr>
<td>Piezoelectric</td>
<td>Lights on/off</td>
<td>Indicates life sign for elderly using wheelchairs; Also appliances with this harvesters detect usage patterns</td>
</tr>
<tr>
<td>Wireless switches</td>
<td>Movement</td>
<td>User location (range)</td>
</tr>
<tr>
<td>Shoe inserts</td>
<td></td>
<td>Life sign; Indicates energy spent and change in body parameters;</td>
</tr>
</tbody>
</table>

Many such examples can be envisioned in smart spaces including smart homes, smart transportation, smart cities, advanced energy metering infrastructure [151] etc. Table 7.1 summarizes the sources and power that can be harvested from ambient sources in indoor smart IoT spaces. Table 7.2 shows the examples of possible contexts generated by different harvesters in indoor smart spaces.

The harvester, therefore, can be used to derive initial high-level contextual information. Unlike the classical method of periodic sensing to detect context changes, now we can rely on harvesters to detect context changes and use sensors to precisely monitor all the changes occurring from then on. If need be, the sensors can operate on a low sensing frequency until a context change is detected. Consequently, all the deployed sensor nodes can be more energy efficient. Thus, energy-harvesting sensor nodes can not only be made to support perpetual operation of nodes but can also be made to assist in deriving contextual information.

7.3.3. ADAPTED FRAMEWORK FOR CONTEXT-EVENT TRIGGERED SYSTEMS

With some intelligence in the nodes along with our proposed technique of using harvesters as transducers, the nodes can infer what may be happening in the smart space. This needs to be incorporated into the general context-aware framework that was discussed in Section 7.2 (Figure 7.1).

At a basic level, the energy harvesters replace the batteries in WSNs. Therefore, they act as any other sensor node in collecting contextual data. Context Reasoner has the responsibility of inferring high-level context from the sensor data. For example, consider the case of a user walking into his/her bedroom and turning on the light.
In the context oblivious approach, WSNs periodically send all the luminosity values to the sink. At the point where luminosity values jump, the reasoner determines the high-level context: the user walked into the bedroom. In our proposed method, when the PV harvester generates more energy, the sensor node concludes that a light is on in the bedroom. The sensor can then directly report the reasoned context to the sink. Furthermore, shoe-inserts can detect gait of the person wearing them, and also identify the person if configured [152]. This can also be reported to the sink. Thus, the reasoner is not required to collect and process huge amounts of data to infer which user has performed what action.

The context information generated by the harvester can then directly be sent to the Context Reasoner. This calls for a cross layer design as compared to the traditional framework. Figure 7.5 shows the framework with this adaptation for context-event triggered systems.

7.4. USE-CASE: A SMART FITNESS ROOM

In this section, we describe a simple use-case where we demonstrate how our proposed method and framework can be employed in real-life scenarios. We then show the benefits of our proposal in terms of energy savings and data processing.

Alice is an early adopter of indoor smart IoT spaces. In her house, she has a fitness room for physical exercise activities. She has converted her fitness room into a smart IoT space. This room is equipped with wireless switches, motion detection, temperature, humidity, and light sensors and an Internet access point that also acts as a sink to the wireless sensors. She bought a wireless pulse rate monitoring device that can be worn on her wrist. All the wireless devices, except the pulse rate monitoring device, are equipped with suitable energy harvesters. The pulse rate monitor is battery operated. The shoe has a shoe-insert energy harvester and the wireless switches have
linear motion harvesters. The temperature, humidity, light and motion sensors have PV harvesters to power the nodes.

We consider the following scenario: Alice enters her fitness room and switches on the light. She then wears her pulse rate monitor. She begins her routine exercise of running on a treadmill for 30 minutes. Then she turns off the light and goes out of the room.

With our proposed technique in place, the scenario will unfold as follows: Alice enters her fitness room and presses the wireless light switch. Immediately, the switch harvests energy and sends a notification to the sink, which then turns the light on. The sink also notes that Alice is in the room (from the shoe-inserts’ input). The change in light conditions triggers the temperature, humidity and light sensors’ PV harvester. They conclude a person’s presence in the ambiance and start recording values. Alice then wears her pulse rate monitor. She begins her routine exercise of running. The moment she starts running, the shoe-insert detects a significant change in the harvested energy. It immediately notes that Alice is performing a physical activity and sends this contextual information to the sink. The shoe needs to trigger body sensors to monitor the changes. Thus, it broadcasts a notification to the wearable sensors indicating that they should start monitoring at a higher sensing frequency. In this case, the pulse rate monitor picks up this message and it begins monitoring her heart-beats. At the end of the exercise, the shoe again detects the change in Alice’s activity and thus notifies the sink. It also notifies the body sensors, the pulse rate monitor, to switch off.

We classify Alice’s activities into three parts:

- detecting presence of Alice in the fitness room,
- her pulse rate monitoring, and
- her activity monitoring.

We compare our method to the periodic and event-based sensing approaches for this scenario. We assume the following: the motion detection sensor sends data every 60 s in the periodic sensing approach, but sends data only when Alice enters and leaves the room in the other two approaches. Secondly, the shoe monitors for Alice’s
activity every 30 s, and once the activity is detected it begins sampling every 1 s but the data is sent every 30 s. While the data is sent every 30 s in the periodic case, the data is sent every 30 s only when Alice is training in the event band context-triggered based approaches. Similarly, the pulse rate monitor senses at the rate of 1 s for all the considered approaches whenever it is switched on. Furthermore, we are interested in the pulse rate only during the period when Alice performs her exercises. Thirdly, all the nodes are considered to be in radio range of the sink. Lastly, we assume 32 B packets are to be sent and the nodes use maximum transmission power of +4.5 dBm. We performed calculations for this use-case by considering the power requirements of TI CC2530 sensor node [43] (see Chapter 1). For this purpose, we consider a 3 hour period during which Alice trains for 30 minutes. These calculations give an idea of energy-efficiency and reduction in data processing that can be achieved in ideal conditions.

Figure 7.6 shows the number of data packets generated in all the approaches for the three different sensors. The number of data packets generated is lower than the periodic case in the event and context-triggered based approaches since only the important data is transmitted.

Figure 7.7 presents the energy consumed for the different sensors in all the approaches. As evident from the figure, our proposed method consumes lower energy for detecting the contexts. Our approach saves 43.07 %, 12.95 % and 81.7 % as compared to the event-based approach for motion sensor, shoe sensor and pulse monitoring respectively.

This usecase shows the benefits of the context-triggered approach in which the events are sporadic as compared to the event-based method. While the energy consumption of low power nodes are ‘considered’ negligible in sleeping and sensing modes, in case of sporadic event sensing deployments, the sleep and sense operations consume a significant amount of energy. The savings are non-negligible for a three hour period of this usecase, and therefore, can have significant impact when the network is deployed for a long period.
7.5. **Challenges in Realizing Context-event Triggering Systems**

As demonstrated in the previous section, our proposed method can detect and notify the context instead of just sending raw sensor data periodically. This saves significant amount of energy and data processing. While we outlined the benefits, there are a few challenges that need to be addressed in order to realize a reliable context-aware system that exploits context-event triggering systems. The challenges are mainly due to the limited availability of energy on the energy-harvesting sensor nodes. We describe them below.

- **Reliable detection of events with harvesters in real-time**: The detection of events in our approach is highly dependent on the sensitivity of harvesters to the energy sources. In current harvesting systems, the sensitivity is quite low. For example, solar panels cannot detect minor changes in illumination, especially when the panel is exposed to a bright light source. Similarly, other harvesters also have a tipping point before which no energy is harvested. Making the harvesters to detect the events robustly is an important challenge. Furthermore, detecting the events in real-time is more challenging. With the new developments in harvesting technology, this problem can be addressed. For instance, dye-sensitized solar cells are known to operate well even in low-light conditions [153] and are being awaited to be used.

- **Quality of contextual data**: The notion of quality of context (QoC) is typically used to determine the performance of context-aware systems [146, 154]. QoC is characterized by several parameters such as freshness of the data (or data age), data precision, resolution and significance [155]. While QoC is concerned only with the information quality, context-event triggers sometimes may not be enough. In applications where fine-grained activity is required, context-event triggered sensing needs to be adapted. For example in ambient-assisted living for the elderly, if a shoe-insert detects a ‘fall’ activity, then the other sensors need to start collecting fine-grained data in order to understand the situation. Therefore, our approach needs to consider designing smart applications [21] that try to match the requirements.

- **Distributed architecture**: A distributed architecture, especially with our proposed method, facilitates the nodes to take distributed actions for context-aware adaptation of the environment. This is needed to make the system scalable.

  One method to achieve a distributed architecture is to have better context reasoning capabilities on the nodes. This implies the nodes need to have better contextual models and also learn over time. Making the nodes learn over time is challenging by itself since the nodes have limited resources.

- **Networking energy-harvesting WSNs**: If the nodes are to report data periodically, then we can make use of the protocol described in Chapter 6. However, when the events occur sporadically, it becomes more challenging to gather data in a multi-hop network with all nodes powered by energy-harvesting. A commonly used class of energy-efficient routing protocols for asynchronous traffic
is opportunistic routing [130]. Such protocols need to be adapted for energy-harvesting scenarios.

7.6. CONCLUSIONS
Context-awareness is one of the most sought-after technologies with the growth of Internet of Things applications. The current technology for context-event detection that occur sporadically drains the battery as the nodes need to sense periodically. With ambient energy-harvesting mechanisms, this can be addressed. We proposed to exploit harvesters to detect contextual changes in smart spaces, and act as context-event triggers. Therefore, energy consumption is reduced on the nodes. Furthermore, data can be processed on the nodes to detect the contextual information. We also proposed an adaptation to the commonly used context-aware framework to incorporate our method. We demonstrated the usefulness of our system with a use-case and compared our proposal with the currently used approaches. We outlined several practical challenges that need to be addressed in order to realize the proposed system.
Conclusions

Advances in low-power circuit design and networking techniques have reduced the overall power consumption of wireless sensor nodes drastically. This enables a wide range of avenues that may be explored to provide this low power for their operation. A promising approach for perpetual network operations is to harvest energy from ambient sources, such as light, radio frequency transmissions, temperature differences, vibrations, motion, salinity gradients, wind and water flows. In order to make the nodes operate perpetually and in a sustainable manner, we adopted to power the IoT sensor nodes using ambient energy-harvesting techniques.

Due to the challenges introduced by harvesting energy from the ambiance, it is not straight-forward to replace the batteries on IoT nodes with the harvesters. Ambient energy sources do not provide constant power, and the harvested energy from the sources varies drastically over location and time. The harvested energy, sometimes, is very low and sometimes in excess of the storage capacity of the nodes. One of the challenges is that the devices die and re-enter networks due to fluctuations in the harvested energy. This dissertation began with the goal of making wireless sensor networks battery-less by tapping into the harvesting opportunities in the ambiance and making the nodes gain autonomy with respect to energy. Let us take a holistic view in order to assess the contributions of this work.

8.1. Recapitulation

Discovering neighbors. We began with the first step to networking, i.e., the nodes discovering their neighbors. However, in an energy-harvesting WSN, this is non-trivial since the nodes may die and be reborn depending on the amount of energy they harvest. Even when the nodes are alive, while it is easy to discover the neighbors when a node has excess energy, it becomes highly challenging when the energy is limited. We adapted two most commonly used ND protocols to use for initial deployment and for keeping up-to-date with the dynamics of the network. We performed a parametric analysis of these protocols through analytical models to understand the performance of neighbor discovery. With the help of the analytical models, the important parameters that would influence the ND process were identified, e.g., transmitter beamwidth, node density, node duty cycle and the rate of energy arrival. A thorough simulation study established the trade-offs among these parameters, and several design recommendations were presented.
**Constructing reliable topologies.** In order to guarantee reliable routing of packets on an unreliable network, one approach is to choose multiple routes. This in turn requires a well-connected topology, where a certain $k$-connectivity may be required. However, a connected topology with many interfering links leads to wastage of energy due to collisions, retransmissions and idle-listening on these low-power nodes. Therefore, it is of prime importance to develop topology control (TC) algorithms that guarantee connectivity with a configurable amount of redundancy in wireless links and that do not add to the overhead significantly. As constructing a new topology every time energy-levels change is expensive in terms of energy consumption, localized TC algorithms are required. Our contribution through the chapter on topology control caters to these requirement through two localized topology construction, E-ACT-s and E-ACT-d, and a topology maintenance algorithm. E-ACT-s and E-ACT-d are designed for convergecast and a generic ad hoc network respectively. Both the algorithms select neighbors based on their energy-levels and distance. This is an important implication since it unburdens the lower energy nodes while also guaranteeing reliability and stability of the topology itself. The E-ACT-* algorithms do not target $k$-connected topologies, but by tuning the parameters, the generated topologies were not only well-connected but with a high value of $k$. Algorithms can make use of the constructed topology to choose reliable routing paths. We evaluated the proposed algorithms based on simulations and in real-world conditions using the Indriya testbed.

**Understanding constructive interference.** Constructive Interference (CI), due to its simplicity, has redefined services and applications, and opened up new avenues in wireless sensor networks. We found that constructive interference (CI) based protocols were shown to guarantee latency and reliability while being highly energy-efficient. In the process of building one such CI-based protocol, we found that the performance of CI was not consistent across scenarios. This lead us to first study and understand the phenomenon of CI. We extensively studied CI from the point of view of receivers both analytically and experimentally. We established how these parameters influence performance of CI and validated our arguments with results from exhaustive experiments. We drew inferences based on our experiments. In order improve its performance, we proposed destructive interference to gain feedback, and created an algorithm called DIPA to exploit it. We evaluated our algorithm on testbeds against Glossy, and showed significant energy savings and better packet reception due to the feedback.

**Understanding synchronous transmissions.** Capture effect (CE) and constructive interference (CI) are the two phenomena that enable successful transmissions when two or more nodes transmit simultaneously. While CI has been shown to be very effective, it has also drawn speculations if it really is CE happening in the background. We answered this question with rigorous experimentation in real-world settings and ideal wireless conditions. We conclude that CI and CE are two different phenomena albeit closely related. With the experiments, we have shown every symbol is decoded independently. Through these experiments we have extended the understanding of capture effect.

**Reliable networking with latency guarantees in energy-harvesting WSN.** In many IoT applications, latency and data yield guarantees are highly sought after in realizing many smart applications, such as smart buildings, smart offices, smart homes.
Energy-harvesting WSNs will be widely used in practice if they can provide reliable networking with latency guarantees. We addressed this tough problem in the chapter on latency and reliability guarantees as variations in the amount of energy harvested makes the network dynamic. With the understanding of CI, we proposed to use the recent data collection protocol LWB based on Glossy, which can provide the best possible performance. However, in energy-harvesting WSNs setting LWB does not perform well because of the stochastic nature of energy harvesting. To this end, we proposed a distributed, energy-management module called GLEAM. GLEAM implements an optimal energy allocation module based on Markov Decision Process, combined with dynamic node activation to make the best use of the redundant nodes deployed in the network. Furthermore, priority handler and transmit power adaptation algorithms are proposed to utilize the allocated energy efficiently. Under low-energy conditions, we showed that we even get an improvement of 2.5 times higher packet reception ratio with respect to the greedy policy using the efficient LWB protocol. Lastly, we provided an outline of a random geometric graph based method to calculate the critical density, which is a vital factor to achieve higher packet reception ratio in energy-harvesting WSNs.

**Context-event triggering with energy-harvesters.** One of the main drivers of IoT applications is to capture the context of the user. WSNs are used to gather contextual data, however, even event-based data collection can lead to lower energy efficiencies due to periodic wakeup and sensing. Ambient energy-harvesting mechanisms can be exploited to solve this problem. We proposed to use energy-harvesters as transducers to trigger when there is a change in user’s context. We also proposed an adaptation to context-aware framework to utilize our proposed method. We demonstrated the usefulness of our system with a use-case and compared our proposal with the currently used approaches.

## 8.2. Future Work

This dissertation took a few steps forward in the domain of ambient-energy powered WSNs. However, to realize the vision of completely replacing batteries, there are some problems that need to be solved in short-term and in long-term.

### Short-term Goals

In neighbor discovery, based on the insights obtained in this work, a practical, lightweight ND protocol must be developed for energy-harvesting WSNs. Such a protocol must be naturally integrated into the MAC or networking layers. Of particular importance is that the protocol must be able to estimate the neighborhood density in a dense deployment in order to design energy-efficient topologies.

For topology control, it is important to determine the value of the energy threshold, and understand its implications. The next would be then to incorporate this into or design a routing protocol that can exploit the well-connected topologies.

Constructive interference is an interesting and useful phenomenon. While we proposed a mechanism that can improve Glossy’s performance and energy-efficiency over one-hop, there are several possibilities to increase it further. These must be investigated. Furthermore, it will be interesting in the context of security to investigate the possibility of recovering data from two or more “destructively” interfering signals.
Estimating the critical density required in an energy-harvesting WSN to provide a data collection performance that is comparable to battery-powered WSN is an important step. While GLEAM provided one dynamic node activation method, an optimal policy for node activation also needs to be designed. Other methods to increase energy-efficiency with GLEAM also need to be investigated.

For context-event triggering mechanism through energy-harvesters, we need to address two main issues. First is to reliably detect events with harvesters in real-time even in low energy harvesting conditions. The second one is to provide guarantees on the quality of contextual data collected. This problem consists not only of collecting fine-grained data when required, but also to route it in real-time to the sink.

**LONG-TERM GOALS**  
Several ideas and investigations in this work show the direction for making the IoT nodes battery-less. This work can pave the way to realize this vision in the future when the following goals are combined with improving harvesting and battery technologies.

The first goal that must be targeted is to provide performance that is comparable to the battery-powered IoT nodes for a variety of applications. In other words, make the energy-layer transparent to the higher layers of the network stack. As mentioned in Chapter 6, the performance of an IoT deployment is measured in terms of end-to-end latency, reliability and lifetime of the deployment. While we investigated one method for a multihop energy-harvesting WSN, similar or more sophisticated methods must be developed for other IoT technologies, such as LoRaWAN, to guarantee the performance. Several challenges need to be addressed in order to achieve this goal: (a) adapt to the energy variations better; (b) use no or less number of redundant nodes; and (c) make the protocol more energy-efficient.

The second goal is to make energy-harvesting a ‘plug-and-play’ type of technology. Furthermore, such a technology must be made inexpensive. Such a modular technology that makes the energy-layer transparent to the application will only increase the usability of energy-harvesting technology. In this work, we mainly considered indoor or outdoor lights as the harvesting source, however, for the future we need to design the module that may also have to work transient harvesting sources. Again, several hurdles lie that needs to be crossed: (a) each hardware (microcontroller) is different making it difficult to design a universal harvesting module; and (b) achieving energy-layer transparency by such a module without the knowledge of the harvesting-energy profile and the application layer is quite difficult.

Energy-harvesting is the way forward for a sustainable life. While creating and destroying batteries is harmful to the environment, creating harvesters, such as solar cells, is also not completely environment friendly. However, it is a much better technology for making our planet greener. As the success of the Paris climate accord looms, the only way forward to convince policy makers is by creating sustainable technology that works. This work adds a few steps in this effort. The ideas and solutions presented in this work can be adapted with the ever-improving technology for harvesting and low-power embedded systems in order to make our world breathe longer.
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The Internet of Things (IoT) is one of the disruptive technologies in today’s connected world. The idea is to connect every thing to the Internet. IoT holds the key to many current and future technologies that will significantly influence the quality and sustainability of life. The vision of IoT is to enable large-scale monitoring and/or control in order to either observe a phenomenon or to automate tasks. Many novel IoT applications are fueling an exponential growth in the deployment of embedded devices. These devices equipped with sensors and/or actuators with wireless communication capabilities are central in realizing the IoT infrastructure. These devices must have a small form factor in order to be portable, deployable and economical. Therefore, these devices are resource constrained with respect to the available power, computing and memory. In order to reduce the usage of the power on communications involved, a multi-hop approach is adopted, leading to wireless sensor networks (WSNs).

Although IoT (or sensor) devices are required to last for a long time, batteries limit the lifetime of the devices, therefore that of the network and the applications. Powering all the IoT devices through batteries is neither scalable nor environmentally sustainable. Frequent battery replacement is labor intensive in most cases; in many other situations, battery replacement is impractical due to physical or deployment conditions. Therefore, we adopt ambient energy-harvesting techniques. By tapping into the harvesting opportunities in the ambiance, the nodes gain autonomy with respect to energy. While many existing works consider recharging batteries through the ambient energy-harvesting techniques, we look to eliminate batteries completely and replace them with sustainable energy storage buffers such as supercapacitors.

Unfortunately, merely replacing the batteries with energy harvesters does not provide the necessary alternative. Ambient energy sources do not provide constant power, and the harvested energy varies drastically over location and time. The harvested energy, sometimes, is very low and sometimes in excess of the storage capacity of the nodes. One of the challenges is that the devices die and re-enter networks due to fluctuations in harvested energy. Consequently, energy harvesting in these devices necessitates a redesign of algorithms, communication techniques, and network protocols to achieve perpetual operations while satisfying the application requirements.

In this dissertation, we analyze and propose methods for power management at various layers in the network stack. We begin with studying the neighbor discovery (ND) process in an energy-harvesting WSN. Due to the spatio-temporal variations in the available energy, the ND process becomes non-trivial. In order to identify the various parameters that affect ND, we describe a generic analytical model of an energy harvesting device. We analyze two ND protocols, one that the nodes can use to discover their neighbors during the initial deployment phase, and a second one that can be used for subsequent discovery. Based on exhaustive simulations, we present our insights and recommendations for ND in energy-harvesting WSNs.
One popular method in WSNs to increase energy-efficiency has been restriction of the number of communication links using topology control algorithms. Most of these algorithms are not effective when the nodes have different energy-levels and when the number of active nodes varies with location and time. To address this issue, we present two localized energy based topology control algorithms, namely E-ACT-s and E-ACT-d. A distinguishing feature of these localized algorithms is that they select neighbors based on energy while keeping the global topology well-connected.

Constructive Interference (CI) has generated huge interest since protocols employing it achieve significantly low latency in data dissemination with high reliability and high energy efficiency. Although few authors studied the workings of the CI phenomenon, there appears to be an inconsistent and contradicting picture. We provide comprehensive insights into the CI phenomenon. We derive the resultant signal obtained by the superposition of several concurrent transmissions in order to study CI from a receiver’s perspective. Furthermore, we show the influence of various parameters from the expressions of the resultant signal. We validate the dependency on the factors through rigorous experimentation in different scenarios. Lastly, we leverage destructive interference on a designated byte to adapt transmission powers on the concurrent transmitters in order to make CI based protocols more reliable.

Packet capture, or simply capture effect (CE), has been well studied when there are concurrent transmissions. Due to the significant similarities between CE and CI, it is speculated that the underlying physical phenomenon of CI is just CE. Thus, we perform experiments in near ideal conditions to gain a deeper understanding. We enhance the state-of-the-art understanding of CI and CE; we explain what exactly locking to one of the many transmitted signals means in packet capture.

Many IoT applications require closed-loop control. End-to-end latency and reliability are the critical parameters that determine the success of the energy-harvesting IoT deployment. We propose a distributed, energy-management module called GLEAM to gain the benefits of CI based protocols, particularly low latency, and high reliability, in an energy-harvesting WSN. We propose a Markov decision model to maximize the energy utility in the infinite horizon by allocating energy optimally. To this end, we propose an optimal policy. We employ protocol optimization to achieve better node availability and CI performance. We find GLEAM to outperform LWB even when the harvested energy is low. We find that better usage of redundant nodes deployed in the network contributes significantly We outline a method to calculate the required node redundancy to achieve performance similar to battery-powered WSNs.

A large number of sensors are envisioned to be deployed in indoor smart spaces with IoT. The data generated from these nodes can be huge with only a part of the data being significant that represents the user’s context. Although several techniques are proposed to reduce the data (event-based reporting), these techniques may not be energy efficient. We propose a technique driven by energy-harvesting to address both the problems together. We propose to exploit the energy harvesters as transducers and to detect a change in the context. Furthermore, we propose an adaptation of the context-aware framework to utilize the proposed mechanism.

The proposition of this thesis is to use ambient energy-harvesting techniques to completely replace the batteries in order to realize virtually immortal and sustainable IoT applications. We propose to achieve this by means of energy-aware power management across the communication stack in the energy-harvesting WSNs.
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Vijay Sathyanarayana Rao

1. The dream of smart environments with battery-powered wireless sensors faces the nightmare of battery replacement for those sensors. (Chapter 1)

2. Traditional medium access control mechanisms for wireless sensor networks will become obsolete with the rise of concurrent transmission techniques. (Chapter 5)

3. There is no 'locking' to the phase of one of the carrier signals of the concurrently transmitted signals by a receiver for power capture to take place. (Chapter 6)

4. Ambient energy-harvesting solutions are not highly sustainable. (Chapter 8)

5. The irony of getting a Ph.D. degree is that not many doctoral candidates understand the 'philosophy' in their degree.

6. In the future, people will have eternal presence due to the digital models created during their lifetime.

7. A perfectionist cannot make a perfect mistake.

8. Intelligence can be artificial but stupidity cannot.

9. With the rise of the Internet, bullshit has found new avenues to become omnipresent.

These propositions are regarded as opposable and defendable, and have been approved as such by the promotor prof. dr. ir. I.G.M.M. Niemegeers.
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